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A B S T R A C T

In Artificial Intelligence (AI), the ability to accurately assess the similarity between data points is
fundamental to a myriad of applications, from recommendation systems and semantic analysis to
case-based reasoning. Traditional similarity measures, however, often fall short in capturing the re-
lationships inherent in complex data, particularly when the relevance of individual features varies or
opposes. This article briefly introduces a novel element-wise contribution-based vector similarity mea-
sure that dynamically weighs the importance and directional relevance of features, offering a more
refined approach to similarity assessment in AI. By normalizing vectors within specific ranges and
employing a modulating vector to adjust feature contributions, our measure facilitates a more contex-
tually aware and adaptable comparison process. The proposed measure is poised to have wide-ranging
implications across diverse AI domains, suggesting its potential to enrich personalized, intelligent sys-
tems. This work contributes in similarity measurement, proposing a pathway for future research into
AI methodologies that necessitate a personalised interpretation of data.
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1. Introduction

In the rapidly evolving field of Artificial Intelligence
(AI), accurately quantifying the similarity between data
points is foundational to the success of numerous appli-
cations, ranging from machine learning models, case-
based reasoning and data clustering to information re-
trieval and pattern recognition [1]. These measures
serve as critical components in algorithms that cate-
gorize, group, or differentiate data based on underlying
patterns and relationships [2]. As AI systems handle
increasingly complex datasets across diverse domains,
the demand for more contextually aware similarity mea-
sures becomes fundamental [3]. This demand highlights
the importance of developing similarity metrics that not

only capture the essence of data relationships but also
adapt to the unique requirements and dimensions of var-
ied AI tasks.

Despite the widespread use of traditional similarity
measures in AI, such as the Euclidean distance and co-
sine similarity, these methods often fall short when con-
fronted with the intricate structure of high-dimensional
data or when specific dimensions carry disparate signif-
icance [4, 5]. This limitation is particularly pronounced
in domains where the relevance of features varies widely
or explanation of such features is paramount, necessitat-
ing a more flexible approach to similarity assessment [6].
The inherent rigidity of conventional measures, which
treat all dimensions uniformly, overlooks the underlying
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relationships and importance differentials among fea-
tures, potentially leading to suboptimal performance in
tasks such as clustering, classification, and recommen-
dation systems [7, 8].

In response to these challenges, we propose a novel
similarity measure that integrates element-wise contri-
bution and directional relevance, leveraging a modulat-
ing vector to dynamically weigh the importance and
oppositional alignment of features of two given vectors.
This approach not only addresses the dimensional dis-
parity but also introduces an understanding of ’oppo-
site’ directionality in vector similarity, thereby enrich-
ing the measure’s applicability across a spectrum of AI
tasks [4, 6].

2. Concept overview

The cornerstone of our proposed similarity measure is
the interpretation of vector components within the con-
text of their application domain. Specifically, the vec-
tors v1 and v2, representing entities to be compared,
are normalized to lie within the range of [−0.5, 0.5].
This normalization reflects the premise that elements
within these vectors span opposite ends of a spectrum,
allowing for a more balanced and interpretable com-
parison. Central to our formulation is the vector v,
with elements constrained within [−1, 1], which serves
as a modulator for the contribution of each correspond-
ing feature in v1 and v2 towards the overall similarity
score. This arrangement ensures that each feature’s in-
fluence is not only accounted for in terms of magnitude
but also in terms of its directional relevance, with neg-
ative values indicating an opposing contribution to the
similarity measure.

The similarity measure is articulated through a for-
mula that combines the normalized vectors v1 and v2

with the modulating influence of v. The formula em-
ploys an element-wise operation modulated by v, where
each element’s contribution is scaled according to its
value in v, signifying the feature’s relative importance
or oppositional alignment. This is achieved by adjusting
the elements of v2 in accordance with the sign and mag-
nitude of the corresponding elements in v, thereby re-
flecting their directional contribution to similarity. The
measure then calculates the absolute difference between
the adjusted v2 and v1, which is subsequently weighted
by the normalized version of v, ensuring that each fea-
ture’s significance is proportionally represented. The
culmination of this process is a norm calculation, ag-
gregating the weighted differences into a single scalar
value that encapsulates the multidimensional similarity
between the vectors, accounting for both magnitude and
directional alignment of the constituent features. The
formal expression of this measure is given by:

S =

∥∥∥∥(1− |v1 − (v2 ⊙ sign∗(v))|)⊙ v

∥v∥

∥∥∥∥ , (1)

where ⊙ denotes element-wise multiplication, and
sign∗(v) is an element-wise operation that maps pos-

itive elements and zero in v to 1 and negative elements
to −1. This formula encapsulates the core principles
of our similarity measure, taking into account the nor-
malized differences between v1 and v2, modulated by
the importance and directional relevance assigned by
v. The measure yields a value between 0 and 1, corre-
sponding to low and high similarity, respectively.

3. Application in AI

The versatility of our similarity measure could be evi-
denced by its broad applicability across various AI do-
mains, notably in areas where in-depth analysis and in-
terpretation of data are paramount. In personalized rec-
ommendation systems, this measure could discern sub-
tle user preferences from activity logs, significantly en-
hancing user experience by weighting features based on
their relevance and directionality [9]. Our approach en-
ables the identification of items that more closely align
with a user’s implicit preferences, even when not overtly
expressed.

In semantic text analysis, our measure could facil-
itate the evaluation of thematic closeness among doc-
uments, where the normalization of v1 and v2 accom-
modates a comparison sensitive to the semantic scale of
features. The modulation by v ensures that each term’s
specific importance is accurately reflected, aiding in the
clustering or classification of texts based on underlying
topics or sentiments [10].

Moreover, case-based reasoning (CBR) systems
stand to benefit from our similarity measure. CBR
hinges on the retrieval of relevant cases for problem-
solving based on past experiences. By finely tuning
the contribution of each feature in the comparison pro-
cess, our measure offers a more adaptable and context-
sensitive means to match new cases with the most
pertinent historical instances, thereby optimizing the
problem-solving process in CBR applications [11, 12].

4. Conclusions

In this work, we have introduced a novel similarity mea-
sure that leverages the nuanced contributions of indi-
vidual vector elements v1 and v2, modulated by a third
vector v, to assess the similarity between two entities.
This measure stands out by its ability to account for
both the magnitude and directional relevance of fea-
tures within vectors v1 and v2, thus offering a more
sophisticated and contextually aware approach to simi-
larity assessment. The normalization of vectors v1 and
v2 within a defined range, alongside the modulation
provided by v, ensures that the similarity measure is
adaptable to various domains and applications within
AI, including but not limited to recommendation sys-
tems, semantic text analysis, and case-based reasoning.

The versatility and intuitiveness of our similarity
measure could benefit AI systems. By providing a
method to account for feature importance and oppo-
sitional alignment, our measure introduces a level of
adaptability that is crucial for personalized, context-
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aware AI solutions. Future work may explore the in-
tegration of this similarity measure into different AI
methodologies or its adaptation to specific challenges
within emerging domains of AI. Furthermore, empiri-

cal validation across diverse datasets and comparative
studies with existing measures would provide deeper in-
sights into its efficacy and applicability.
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