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P E R S P E C T I V E

Mistletoe is a hemiparasitic plant that attaches to host trees, extracting water
and nutrients, which weakens the trees, reduces biodiversity, and disrupts
critical ecosystem services. While often romanticized in cultural contexts,
mistletoe poses a serious ecological threat, particularly in urban and forested
ecosystems where infestations can spread unchecked. This article examines
the role of artificial intelligence (AI) and remote sensing in addressing the de-
tection and management challenges posed by mistletoe. Through a critical
evaluation of methodologies ranging from texture-based machine learning to
advanced deep learning models such as ResNet-34, this paper reflects on the
successes, limitations, and implications of these approaches. Our interdisci-
plinary research highlights the transformative potential of combining AI with
ecological expertise to develop scalable and efficient tools for conservation.
However, we also identify key challenges, including the need for equitable
access, ethical considerations, and scalability across diverse ecological con-
texts. Moreover, we emphasize the importance of engaging the broader com-
munity, as misconceptions about mistletoe hinder conservation efforts. By
integrating public awareness with technological advancements, we advocate
for a balanced and sustainable approach to ecological management. This
paper aims to provoke critical dialogue and inspire actionable strategies for
leveraging AI in addressing global conservation challenges.

Introduction

Mistletoe infestations represent a lo-
calized instance of a broader global
issue: the ecological and socioeco-
nomic challenges posed by invasive
plant species. These species, charac-
terized by their ability to rapidly es-
tablish and proliferate in non-native
ecosystems, have significant and far-
reaching impacts. Globally, inva-
sive plants contribute to biodiversity
loss by outcompeting native species,
disrupting food webs, and altering
ecosystem services [1, 2]. In this
sense, their spread can compromise
carbon sequestration, temperature
regulation, and habitat support for
native wildlife, while simultaneously
creating socioeconomic burdens by
affecting agriculture, forestry, and
public health.

Mistletoe is a hemiparasitic

plant that requires a host tree to
extract water, minerals, and other
nutrients by inserting a specialized
root called haustoria. This para-
sitic relationship weakens host trees
over time, reducing their structural
stability, decreasing biodiversity,
and threatening critical ecosystem
services [3, 4]. In Mexico City,
three mistletoe species—Cladocolea
loniceroides, Phoradendron ve-
lutinum, and Struthanthus inter-
ruptus—have been identified as sig-
nificant contributors to ecological
disruption and one of the main prob-
lems of urban green spaces[5].

Among these species, S. inter-
ruptus and P. velutinum stand out
due to their extensive impact on ur-
ban ecosystems and forested areas.
For example, S. interruptus is preva-
lent in 9 of the 16 boroughs of Mex-

ico City [5], while P. velutinum is
particularly noted for its ability to
blend seamlessly with host vegeta-
tion in conservation forests [6]. Both
species form dense clusters in ad-
vanced infestation stages, dominat-
ing tree crowns and disrupting nat-
ural tree structures [7]. These in-
festations compromise forest health,
reduce biodiversity, and hinder es-
sential ecosystem services, includ-
ing carbon sequestration and habitat
support for native species [3, 4]. The
widespread ecological and economic
impacts of these mistletoe species
underscore the urgency of developing
effective and scalable detection and
management strategies.

Detecting and managing mistle-
toe infestations presents significant
challenges due to the plant’s ability
to visually blend with host vegeta-
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tion, particularly in its early stages
[6]. As shown in Figure 1, mistletoe
clusters closely resemble the healthy
foliage of their host trees, making
manual identification difficult, espe-
cially in dense vegetation. This
challenge is further compounded by
environmental variability, including
changes in lighting, viewing angles,
and seasonal foliage density, which
reduce the reliability of traditional
methods [7]. Manual surveys, con-
ducted by trained experts, remain
the main approach for mistletoe de-
tection, but they are labor inten-
sive, time consuming, and resource
demanding, rendering them imprac-
tical for large-scale implementation
[6]. Additionally, the physical in-
accessibility of certain forested ar-
eas exacerbates these inefficiencies,
allowing infestations to spread unde-
tected. Together, these limitations
underscore the significant difficulties
faced in managing mistletoe infesta-
tions and highlight the pressing need
for improved methods to enhance the
efficiency and scalability of detection
efforts.

The urgent need for innova-
tive and scalable solutions to ad-
dress the mistletoe infestation prob-
lem in Mexico catalyzed the for-
mation of an interdisciplinary re-
search initiative. This collabora-
tive effort brought together experts
from Centro de Investigación en
Ciencias de Información Geoespa-
cial, A.C. (CentroGeo), Tecnológico
Nacional de México/Instituto Tec-
nológico de Mérida (ITM), Insti-
tuto Tecnológico de Pabellón de
Arteaga (ITPA), and included sup-
port from Secretaŕıa de Educación,
Ciencia, Tecnoloǵıa e Innovación de
la Ciudad de México (SECTEI),
Secretaŕıa del Medio Ambiente de
la Ciudad de México (SEDEMA),
and the UNAM-Huawei Innovation
Space. By combining expertise in
artificial intelligence (AI), remote
sensing, ecological management, and
field operations, the team seeks to
tackle the multifaceted challenges
posed by mistletoe infestations in
both urban and forested ecosystems.

Central to the team strategy is
the integration of advanced technolo-
gies with ecological knowledge. In
particular, remote sensing technolo-

gies, such as high-resolution multi-
spectral imagery collected via un-
manned aerial vehicles (UAVs), have
provided the ability to monitor large
areas efficiently and capture de-
tailed information related to vegeta-
tion health, phenology, among oth-
ers. These data, combined with
cutting-edge AI techniques, have en-
abled the development of scalable
detection tools. Hence, by lever-
aging machine learning algorithms
and deep learning models, the team
aims to create methodologies capa-
ble of distinguishing mistletoe clus-
ters from surrounding healthy vege-
tation with high precision, even un-
der challenging environmental condi-
tions.

The overarching goal of the
initiative is to develop innovative,
technology-driven methodologies for
the automated detection and man-
agement of mistletoe infestations.
Designed to address the limita-
tions of traditional approaches, these
methodologies prioritize scalability,
precision, and efficiency while en-
suring interpretability and action-
able insights for ecological practi-
tioners. By focusing on scalability,
the tools aim to support diverse eco-
logical contexts, from urban parks
to forestry conservation areas, con-
tributing to biodiversity preservation
and ecosystem health.

To address the challenges of
mistletoe detection, comprehensive
datasets have been collected from di-
verse study sites, including the San
Bartolo Ameyalco ecological conser-
vation area, the Ramón López Ve-
larde Garden, and Xochimilco pier,
in Mexico City. These locations
were chosen in conjunction with
SEDEMA due to their high preva-
lence of mistletoe infestations and
their diverse environmental condi-
tions, which provide a robust founda-
tion for developing robust detection
models.

The datasets were built using a
P4 multispectral drone, which pro-
vides detailed spatial and spectral
information critical for distinguish-
ing mistletoe from host vegetation.
This device allowed to capture high-
resolution imagery, preserving the
fine-grained details of mistletoe clus-
ters, such as their broad, velvety

leaves and distinct coloration. These
characteristics are essential for ac-
curate identification, particularly in
early infestation stages where mistle-
toe blends seamlessly with its host
trees. The original aerial image on
the left of Figure 2 highlights this
visual similarity, demonstrating the
challenge of differentiating mistletoe
from healthy vegetation. To address
this, preprocessing steps such as mul-
tispectral band co-registration and
normalization were applied to ensure
consistency across the dataset.

The identification and segmenta-
tion of mistletoe clusters in each set
of images were performed manually
by an ecological specialist. These
labeled maps served as the founda-
tion for supervised learning, provid-
ing accurate ground-truth data to
train machine learning models. The
left image of Figure 2 shows an ex-
ample of segmentation map overlaid
(in red) to the original correspond-
ing image. This combination of high-
resolution imagery and expert seg-
mentation created a robust dataset
for advancing automated detection
methodologies.

The integration of AI and remote
sensing holds promise not only for
addressing the immediate challenge
of mistletoe infestations, but also
for broader ecological applications.
These tools enable conservationists
to monitor biodiversity, assess the
health of ecosystems, and develop
targeted management strategies for
invasive species. As highlighted
in this research, the use of these
technologies requires a multidisci-
plinary approach that combines eco-
logical expertise with computational
advancements, ensuring that solu-
tions are both scientifically robust
and practically actionable.

The objectives of this paper are
threefold. First, to reflect on the in-
sights gained from the ongoing col-
laborative efforts of our interdisci-
plinary research team, emphasizing
both successes and challenges en-
countered in applying AI and re-
mote sensing to ecological conserva-
tion. Second, to encourage dialogue
within the scientific and conserva-
tion communities, fostering interdis-
ciplinary collaboration and inspiring
innovation. Finally, to outline po-
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Figure 1. Visual representation of mistletoe clusters (S. interruptus) highlighted in blue, captured in the
Ramón López Velarde Garden, Mexico City in November 2024. The hemiparasitic mistletoe blends seam-
lessly with its host vegetation, complicating manual detection and emphasizing the need for automated
identification methods.

tential directions for future research,
emphasizing the importance of sus-
tainable and equitable deployment of
AI technologies in addressing press-
ing environmental challenges.

Current Advances

The initial phase of our research ex-
plored the potential of evolutionary
computating approaches, specifically
Genetic Programming (GP), to ad-
dress the challenge of mistletoe de-
tection. GP was employed to de-
velop a spectral index method capa-
ble of distinguishing mistletoe infes-
tations in UAV-acquired multispec-
tral imagery [6]. By simulating nat-
ural evolutionary processes, GP it-
eratively optimized combinations of
spectral bands to create a highly ef-
fective index for detecting Phoraden-

dron Velutinum species during its
flowering stage.

This methodology demonstrated
remarkable accuracy, exceeding 96%
in controlled conditions, and pro-
vided a foundational proof of con-
cept for automated detection. The
focus on the flowering stage of
P. velutinum leveraged the unique
spectral characteristics of the par-
asitic plant, enabling precise differ-
entiation from host trees and sur-
rounding vegetation. This achieve-
ment evidenced the potential of com-
putational approaches to comple-
ment traditional ecological meth-
ods, particularly in addressing labor-
intensive tasks such as manual field
inspections.

The success of GP not only val-
idated the feasibility of using auto-
mated spectral analysis for mistle-

toe detection, but also highlighted
the complexity of scaling such meth-
ods to broader ecological contexts
and the monitoring of different
mistletoe species. These insights
set the stage for subsequent explo-
rations into more adaptable tech-
niques capable of handling environ-
mental variability and addressing a
wider range of species. Hence, our
research expanded to explore the use
of texture descriptors and machine
learning techniques for mistletoe de-
tection.

Recognizing the importance
of spatial patterns in differenti-
ating mistletoe from host trees,
we employed descriptors such as
Gray Level Co-occurrence Matrices
(GLCM) and Gabor filters, along
with color transformations and vege-
tation indices, to capture the unique
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Figure 2. Visualization of the ResNet-34 CNN model’s processing for the identification of mistletoe species
known as P. Velutinum. On the left, the original high-resolution RGB image with an overlaid binary seg-
mentation mask (red) highlighting mistletoe regions (expert-labeled), and on the right, the CNN-generated
heatmap emphasizing areas identified as mistletoe.

textural and spectral characteristics
of mistletoe clusters [8]. These fea-
tures were selected with the aim of
improving the classification perfor-
mance of S. Interruptus species car-
ried out by Support Vector Machines
(SVMs), which achieved an accuracy
close to 60% in controlled environ-
ments [8]. These results demon-
strated the potential of combining
texture and spectral descriptors with
machine learning models for the
current application. However, the
performance of these methods was
significantly affected by the close
similarity between the mistletoe and
host tree foliage. Moreover, the lack
of other spectral features limited the
adaptability of our approach to more
complex and heterogeneous settings,
such as large forested areas with
various mistletoe species.

The results of SVM revealed
the potential of using computa-
tional techniques to classify mistle-
toe infestations, but also evidenced
their limitations in adapting to en-
vironmental variability and captur-
ing the complexity of texture pat-
terns. These challenges highlighted
the need for methodologies capable
of learning intricate features directly
from the data, without relying on
predefined handcrafted descriptors.
This realization led us to explore
deep learning approache, which of-
fered a more dynamic and adaptive
framework for handling complex eco-
logical tasks.

Among deep learning tech-
niques, Convolutional Neural Net-
works (CNNs) emerged as a natural
and highly suitable choice. CNNs
are specifically designed to extract
spatial hierarchies of features from
images, making them particularly
effective for texture-rich tasks, like
mistletoe detection. By learning
patterns directly from UAV-acquired
imagery, CNNs provided the flexibil-
ity needed to account for variability
in environmental conditions, such as
changes in lighting, foliage density,
and tree structure. This adaptabil-
ity made CNNs an ideal next step
in our research, bridging the gap
between earlier efforts and the need
for robust and scalable solutions.

With the purpose of testing the
feasibility of advanced image-based
classification techniques, we began
by the development of a simpler ap-
plication oriented to the detection
of dead trees in urban parks [9].
This task allowed us to focus on
well-defined visual features, such as
the absence of foliage or grenness,
while making use of UAV-acquired
data to establish baseline models.
To do so, we implemented ResNet-
34, a convolutional neural network
(CNN) architecture known for its
balance between computational ef-
ficiency and representational power
[10, 11, 12]. ResNet-34 utilizes resid-
ual blocks with shortcut connections,
which mitigate the vanishing gra-
dient problem and enable effective

training in deep networks [13]. This
architecture excels in extracting fine-
grained features, making it particu-
larly suitable for ecological monitor-
ing tasks where subtle distinctions,
such as identifying invasive species or
degraded vegetation, are critical.

This phase of our research not
only confirmed the potential of
CNNs for ecological and vegetation
monitoring, but also laid the ground-
work for subsequent efforts to cap-
ture more subtle texture patterns as-
sociated with mistletoe infestations.
By successfully applying CNNs to
the detection of dead trees, we were
able to refine our methodologies and
build confidence in the scalability
and adaptability of deep learning
models for broader ecological chal-
lenges, such as mistletoe species clas-
sification.

Our research then progressed
to implement ResNet-34 for the
more intricate task of mistletoe clas-
sification in urban green spaces.
To deepen our understanding of
the visual features and characteris-
tics associated with such parasitic
plant, we conducted experiments
that perturbed the input images
with changes in brightness, noise,
and resolution. These perturbations
were designed to explore how varia-
tions in environmental conditions af-
fected the model’s ability to identify
mistletoe clusters. This approach
provided valuable insights into the
specific visual features that ResNet-
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34 prioritized during classification,
such as color, texture, and spatial
patterns, enhancing our ecological
understanding of mistletoe and its
distinct visual signatures.

In addition, we integrated ex-
plainability tools, such as class
activation maps (also known as
heatmaps), to further validate the
model predictions. These visualiza-
tions highlighted the regions of the
images that the model relied on for
its classifications, allowing us to en-
sure that its decisions aligned with
ecological expectations. This combi-
nation of perturbation analysis and
explainability not only strengthens
the model interpretability, but also
intends to provide end-users, such
as forestry experts and conserva-
tion practitioners, with actionable
insights into the visual characteris-
tics of mistletoe, facilitating more in-
formed ecological management.

The implementation of con-
volutional neural network mod-
els significantly improved our abil-
ity to identify mistletoe clusters;
however, these models also intro-
duced substantial computational de-
mands. Training and deploying
CNNs at scale requires consider-
able processing power, particularly
when handling high-resolution UAV
imagery. This challenge was ad-
dressed through our collaboration
with the UNAM-Huawei Innovation
Space, which provided access to
high-performance computational in-
frastructure, enabling the optimiza-
tion and efficient training of our
models. Nevertheless, certain ex-
periments required an evaluation on
diverse hardware configurations and
computational environments to as-
sess performance and adaptability
across different scenarios. For in-
stance, the optimal combination of
hardware setups, resource alloca-
tion strategies, and system config-
urations to minimize training times
remains inadequately understood,
highlighting the need for further ex-
ploration into hardware-performance
trade-offs for ecological deep learning
applications.

To address the previous explo-
ration, we conducted a comparative
analysis of hardware platforms, eval-
uating configurations ranging from

consumer-grade laptops to high-
performance servers. The study
revealed critical insights into the
trade-offs between computational ef-
ficiency, cost, and model perfor-
mance. High-performance worksta-
tions and specialized hardware pro-
vided significant reductions in train-
ing time and improved the scalabil-
ity of our models. By optimizing
hardware performance, we not only
increased the feasibility of deploy-
ing deep learning models for mistle-
toe detection, but also set the stage
for broader applications in ecological
conservation. This phase of research
reinforced the need for interdisci-
plinary collaborations and resource-
sharing initiatives to overcome com-
putational barriers, paving the way
for more robust and scalable solu-
tions to complex environmental chal-
lenges.

A primary goal of our research
has been to develop scalable and
practical tools for ecological con-
servation, transitioning from exper-
imental methodologies to real-world
applications. Our detection systems,
ranging from infestation maps to au-
tomated classification models, are
designed with usability in mind, ad-
dressing the needs of forestry person-
nel, urban park managers, and poli-
cymakers. These tools have the po-
tential to automate labor-intensive
tasks, provide actionable insights
for resource allocation, and moni-
tor the effectiveness of management
strategies. Additionally, explain-
ability tools, such as class activa-
tion maps, ensure interpretability
and trust in the models’ outputs,
bridging the gap between advanced
computational methods and practi-
cal conservation efforts.

Discussion

The advancements achieved so far
in this initiative represent significant
progress toward addressing the eco-
logical challenges posed by mistle-
toe infestations. However, as with
any innovative approach, the journey
has revealed not only successes but
also limitations that warrant criti-
cal reflection. Beyond the techni-
cal achievements, this work raises
broader questions about the role of

AI in ecological conservation, the
ethical and practical implications of
deploying such technologies, and the
challenges of ensuring scalability and
accessibility. This section aims to
provide an analysis of these aspects,
exploring the lessons learned, the un-
resolved challenges, and the oppor-
tunities for future innovation. By re-
flecting on these dimensions, we hope
to inspire continued dialogue and in-
terdisciplinary collaboration in the
pursuit of sustainable and impactful
conservation solutions.

The methodologies explored re-
flect an evolving response to the
complex challenges posed by mistle-
toe infestations. GP demonstrated
significant potential by automat-
ing the design of a spectral index
that achieved an overall accuracy of
96.6% in detecting mistletoe infes-
tations during the flowering stage
of P. velutinum. This precision
was achieved in controlled conditions
with multispectral UAV imagery, un-
derscoring GP’s ability to derive tai-
lored solutions for specific ecolog-
ical challenges. However, its de-
pendency on flowering-stage spectral
characteristics highlights limitations
in generalizing across variable condi-
tions and phenological stages.

This success was juxtaposed
with challenges in scalability and
adaptability. While GP excelled
in specific scenarios, its reliance on
spectral indices limited its robust-
ness in heterogeneous settings. The
detailed analysis of GP solutions
revealed a strong reliance on visi-
ble spectrum bands, particularly the
R and B channels, aligning with
the characteristic pigmentation of
mistletoe. This specificity, while ef-
fective in the targeted study area,
raises questions about the adapt-
ability of the GP-based algorithms
to other environments and mistletoe
species.

Subsequent exploration of tex-
ture descriptors and machine learn-
ing classifiers represented an impor-
tant step in addressing the spatial
complexity of mistletoe infestations.
Techniques such as Gray Level Co-
occurrence Matrices (GLCM), Ga-
bor filters, and Local Binary Pat-
terns (LBPs) were employed to cap-
ture the distinct textural character-
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istics of mistletoe regions, comple-
mented by vegetation indices derived
from UAV-acquired multispectral
imagery. These approaches showed
the critical role of texture in differen-
tiating mistletoe from healthy vege-
tation, particularly in controlled sce-
narios. However, classification ex-
periments conducted with SVMs, re-
vealed notable challenges. These
included sensitivity to environmen-
tal variability, such as lighting and
seasonal changes, as well as the
inherent limitations of handcrafted
features, which restricted scalability
and generalization to heterogeneous
ecosystems. While the methodol-
ogy offered valuable insights, the
results highlighted the necessity of
more adaptable techniques capable
of learning features directly from
data, setting the stage for deep learn-
ing approaches.

Deep learning techniques, while
offering greater adaptability, require
large, annotated datasets to fully ex-
ploit their potential. Our dataset,
however, was of limited size, pos-
ing significant constraints for train-
ing CNNs to perform tasks like
semantic segmentation, which de-
mand pixel-level annotations. To
address this limitation, we adopted
an image classification approach by
dividing larger aerial images into
smaller tiles for analysis. This
method maximized the utility of
the available data and leveraged the
robust feature extraction capabili-
ties of CNN architectures such as
ResNet-34. Rather than immedi-
ately addressing the complex task of
distinguishing mistletoe from green
vegetation, we opted for a more in-
cremental approach. By focusing ini-
tially on the classification of dead
trees versus green vegetation, we re-
fined our methodologies, built a solid
foundation for model training, and
validated the feasibility of our ap-
proach. This stepwise progression
balanced the technical challenges of
deep learning implementation with
the practical constraints of limited
data availability and ecological com-
plexity.

Our research achieved a signif-
icant milestone with the classifi-
cation of dead trees using UAV-
acquired multispectral imagery. The

comparative study of ResNet-34
and DenseNet-121 provided insights
into the applicability of these ar-
chitectures for detecting vegetation
anomalies indicative of ecological
disturbances. Both models demon-
strated robust performance, with
DenseNet-121 slightly outperforming
ResNet-34 in metrics such as accu-
racy and F1-score, achieving values
of approximately 97% [9]. This high
level of precision was complemented
by the integration of heatmaps,
which illuminated the areas within
input images most relevant to the
classification process. These visual
tools enhanced the interpretability
of the models’ decisions, bridging
the gap between computational out-
puts and actionable ecological in-
sights. While these results validated
the feasibility of using CNNs for tree
health monitoring, they also set a
precedent for tackling more complex
classification tasks, such as distin-
guishing mistletoe infestations from
healthy vegetation.

Building on the success of dead
tree classification, we transitioned
to the more intricate task of iden-
tifying mistletoe infestations. Con-
fident in our approach, we ex-
tracted tiles in the same manner
as before, this time focusing specif-
ically on mistletoe. These tiles,
derived from UAV-acquired multi-
spectral imagery, formed the basis
for training the model to distin-
guish mistletoe (S. interruptus) from
the surrounding vegetation. Figure
3 showcases representative tiles of
mistletoe, capturing the distinct vi-
sual features necessary for classifica-
tion.

The ResNet-34 model achieved
notable accuracy, with baseline per-
formance metrics consistently ex-
ceeding 83% across both hold-
out and k-fold validation strate-
gies. Heatmap visualizations effec-
tively highlighted biologically rele-
vant features, aligning with anno-
tated mistletoe regions and validat-
ing the ecological relevance of the
model’s classifications.

However, the study also high-
lighted specific limitations. The
model exhibited sensitivity to en-
vironmental perturbations, such as
changes in color channels and the

introduction of noise, particularly
Salt-and-Pepper noise at higher in-
tensities. While this sensitivity un-
derscores areas for further refine-
ment—such as enhancing robust-
ness through noise-tolerant training
methodologies or adaptive prepro-
cessing strategies—it also offers a
unique opportunity to better under-
stand the visual characteristics of
mistletoe. By analyzing the model’s
responses under varying conditions,
we gain deeper insights into the
defining features of mistletoe, such
as its texture, color, and spatial pat-
terns. This enhanced understand-
ing can inform both manual iden-
tification by ecological practitioners
and the development of more sophis-
ticated automated detection meth-
ods. Additionally, the reliance on
tile-based classification, while prac-
tical given the dataset constraints,
presents challenges in capturing the
broader spatial context necessary for
large-scale ecological monitoring.

Looking forward, these results
highlight the potential for inte-
grating semantic segmentation tech-
niques to overcome the spatial lim-
itations of tile-based classification.
By advancing the model’s capacity
to identify mistletoe at a pixel level,
future efforts could significantly en-
hance detection precision and scala-
bility. However, the computational
demands of such refined methodolo-
gies remark the importance of effi-
cient hardware solutions. As deep
learning models grow in complex-
ity, addressing the trade-offs between
computational efficiency and perfor-
mance becomes essential to ensuring
their feasibility for large-scale ecolog-
ical applications.

Our results provide valuable in-
sights into optimizing the compu-
tational demands of deep learning
models for mistletoe detection. Mul-
tiple configurations were evaluated,
including Intel and AMD processors,
consumer-grade GPUs, and high-
performance workstations, to assess
their suitability for training ResNet-
34. Notably, AMD processors consis-
tently outperformed their Intel coun-
terparts in training efficiency, with
mid-range AMD setups striking a
balance between cost and perfor-
mance. Additionally, disabling hy-

12

http://maikron.org/jaica


Journal of Artificial Intelligence and Computing Applications (2024) 2(2)

Figure 3. Sample tiles used in the training dataset for mistletoe (S. interruptus). Each tile measures
32 × 32 pixels and corresponds to a segment extracted from the original aerial imagery. These tiles were
used to train and validate the ResNet-34 model.

perthreading (HT) on CPUs acceler-
ated training times across most plat-
forms, highlighting the importance
of carefully tuning hardware settings
for deep learning tasks.

Consumer-grade GPUs demon-
strated effectiveness for short-term
training tasks, delivering competi-
tive performance relative to high-
performance workstations in scenar-
ios with moderate computational de-
mands. However, high-performance
servers exhibited unparalleled scal-
ability and reduced training times,
making them indispensable for ex-
tensive datasets or long-term work-
loads. These findings highlight the
trade-offs between computational ef-
ficiency and cost, emphasizing the
need to select hardware configura-
tions that align with the scale and
scope of ecological applications.

These outcomes reinforce the
feasibility of deploying advanced
models for ecological monitoring,
provided that hardware choices are
optimized for specific operational
constraints. They naturally transi-
tion to broader considerations of de-
ployment, such as addressing acces-
sibility challenges in under-resourced
regions and balancing computa-
tional performance with environ-
mental sustainability.

While our methodologies have
demonstrated significant potential,
they are not without limitations,

many of which present critical chal-
lenges for broader implementation
and scalability. A key constraint
lies in the reliance on high-resolution
UAV-acquired imagery, which, while
enabling precise detection, demands
substantial resources for data collec-
tion and processing. This depen-
dence raises questions about the fea-
sibility of deploying such methods
in resource-limited regions or over
large-scale ecosystems where UAV
coverage and computational capacity
may be restricted.

Another limitation is the chal-
lenge of generalizing our models to
diverse ecological contexts. The high
accuracy achieved in controlled or
semi-controlled environments does
not guarantee equivalent perfor-
mance in more complex and hetero-
geneous landscapes. Variations in
vegetation types, mistletoe species,
and environmental conditions, such
as lighting or seasonal changes, can
significantly affect model robustness.
This highlights the need for exten-
sive field validation and the develop-
ment of models capable of adapting
to the dynamic nature of ecological
systems.

Scaling these approaches to
larger areas also introduces unre-
solved challenges, including the com-
putational demands of processing ex-
pansive datasets and the need for
automation in UAV flight planning

and data annotation. Moreover, bi-
ases in the training data—stemming
from an overrepresentation of spe-
cific ecological conditions or ge-
ographic areas—may inadvertently
limit the models’ applicability. Ad-
dressing these biases will require
careful dataset curation, with a fo-
cus on improving representativeness
and diversity in training samples.

These gaps invite further explo-
ration and innovation within the sci-
entific and conservation communi-
ties. How can we balance the need
for high-resolution data with the goal
of creating scalable and accessible
solutions? Are there hybrid ap-
proaches, such as integrating satel-
lite imagery for broader coverage
with UAV data for fine-tuning, that
could bridge this gap? Addition-
ally, adaptive learning techniques,
where models are continuously up-
dated with new data from diverse
environments, could offer a path to-
ward greater generalizability and re-
silience.

By acknowledging these limita-
tions, we aim to stimulate debate
and collaboration on how to address
them. While the challenges are sig-
nificant, they also present opportu-
nities to refine and expand the ap-
plicability of AI-driven conservation
tools, paving the way for more in-
clusive and impactful ecological so-
lutions.

13

http://maikron.org/jaica


Journal of Artificial Intelligence and Computing Applications (2024) 2(2)

The methodologies and insights
developed in this research hold sig-
nificant potential for advancing AI
applications beyond the detection
of mistletoe infestations. The in-
tegration of UAV-acquired imagery,
machine learning, and deep learn-
ing techniques establishes a scalable
framework that can be adapted for
a variety of ecological challenges.
For example, these approaches could
be utilized to monitor biodiversity
in threatened habitats, assess the
spread of other invasive species, or
evaluate the health of forests affected
by climate change. The ability of
AI models to process and analyze
large volumes of high-resolution im-
agery positions them as transforma-
tive tools in ecological conservation.

However, the broader applica-
tion of these technologies raises im-
portant ethical and practical ques-
tions. Data ownership and pri-
vacy concerns are particularly rel-
evant when UAVs are deployed in
areas with human activity, poten-
tially capturing unintended informa-
tion. Establishing clear protocols
for data governance and ensuring
compliance with privacy regulations
will be essential to maintain pub-
lic trust and ethical integrity. Sim-
ilarly, the accessibility of advanced
AI tools in under-resourced areas re-
mains a pressing challenge. High-
performance computing and UAV in-
frastructure are often limited to well-
funded institutions, creating dispar-
ities in who can benefit from these
innovations. Addressing these in-
equities will require collaborative ef-
forts to design cost-effective solu-
tions and share resources more eq-
uitably.

Environmental sustainability is
another critical consideration. UAV
flights, particularly those involving
multiple missions, contribute to car-
bon emissions, while the energy-
intensive nature of high-performance
computing adds to the environmen-
tal footprint of AI applications.
These factors remark the impor-
tance of optimizing resource use and
exploring greener alternatives, such
as edge computing or more energy-
efficient hardware, to align techno-
logical progress with conservation
principles.

Looking forward, this research
invites critical reflection on the sus-
tainability and inclusivity of AI in
ecological applications. How can
we ensure that these tools are ac-
cessible to under-resourced regions
and adaptable to diverse ecological
contexts? Are there ways to in-
tegrate traditional ecological knowl-
edge with AI systems to create
more holistic and inclusive conserva-
tion strategies? Furthermore, what
frameworks are needed to minimize
the environmental impact of deploy-
ing these technologies at scale?

By raising these questions, we
aim to provoke thoughtful discus-
sion within the scientific and con-
servation communities. While AI
holds immense promise for address-
ing complex ecological challenges,
its responsible application requires
a balance between innovation and
sustainability. Through interdis-
ciplinary collaboration and ethical
foresight, these tools can evolve to
become more inclusive, equitable,
and aligned with the long-term goals
of conservation.

The advancements achieved in
this research lay a solid foundation
for exploring new avenues in eco-
logical monitoring and conservation.
Expanding the scope of testing be-
yond mistletoe detection to other
ecological challenges offers promising
opportunities to further validate and
refine these methodologies. For in-
stance, the same UAV-acquired im-
agery and machine learning frame-
works could be adapted to detect
other invasive species, such as bark
beetles or parasitic vines, which sim-
ilarly threaten forest health. Ad-
ditionally, the texture and spectral
analysis techniques employed here
could be applied to assess broader
forest health indicators, such as iden-
tifying early signs of disease or mon-
itoring vegetation recovery after dis-
turbances.

Emerging technologies present
exciting possibilities for enhancing
the scalability and precision of these
efforts. Vision Transformers, a
state-of-the-art architecture for im-
age analysis, could be employed
to capture complex spatial relation-
ships and improve detection accu-
racy in highly heterogeneous envi-

ronments. By leveraging their ability
to process global context within im-
agery, Vision Transformers may pro-
vide a more comprehensive under-
standing of ecological patterns.

A critical next step is the pilot-
ing of these methodologies in real-
world deployments. Collaborations
with local conservation practitioners
and forestry agencies will be essen-
tial to adapt these tools to the spe-
cific needs and constraints of field
applications. Pilot programs could
serve as testing grounds for refin-
ing workflows, addressing usability
challenges, and building trust among
end-users. Additionally, partner-
ships with community-based organi-
zations could facilitate the integra-
tion of local ecological knowledge,
enriching the data and increasing the
relevance of AI-driven insights.

Interdisciplinary collaboration
was a cornerstone of this project,
driving both its successes and its
evolution in addressing the eco-
logical challenge of mistletoe in-
festations. By integrating exper-
tise from CentroGeo, ITM, and
ITPA, as well as leveraging part-
nerships with SECTEI, SEDEMA,
CORENA, and the UNAM-Huawei
Innovation Space, the team suc-
cessfully bridged technical innova-
tion with ecological applications.
This collaborative framework facili-
tated the development of advanced
methodologies, from the design of
spectral indices to the implementa-
tion of deep learning models, ensur-
ing that each phase of the project
was informed by a diverse range of
perspectives and skills. Similarly,
access to high-performance comput-
ing resources through institutional
partnerships allowed the team to
overcome significant computational
challenges, accelerating the refine-
ment of deep learning models and
enabling detailed performance eval-
uations.

However, this collaboration also
revealed inherent challenges that un-
derscore the complexity of interdis-
ciplinary research. Differences in
disciplinary priorities and method-
ologies occasionally led to misalign-
ments in project goals and expec-
tations. For example, while tech-
nical partners prioritized computa-
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tional efficiency and accuracy, eco-
logical collaborators often empha-
sized the interpretability and field
applicability of the tools being devel-
oped. Effective communication and
iterative feedback loops are essen-
tial in resolving these tensions, but
they also highlighted the need for
clearer frameworks to align multidis-
ciplinary objectives from the outset.

Reflecting on these experi-
ences, several lessons emerge that
could inform future interdisciplinary
projects. First, establishing clear,
shared goals at the beginning of
a project can help align priorities
and reduce friction between disci-
plines. Second, creating structured
communication channels—such as
regular workshops or collaborative
platforms—can facilitate ongoing di-
alogue and ensure that all voices
are heard throughout the research
process. Finally, fostering a culture
of mutual respect and openness to
diverse perspectives is critical for
maximizing the potential of interdis-
ciplinary teams.

A key priority for future research
and implementation is fostering di-
alogue that not only refines AI ap-
plications for mistletoe detection but
also raises awareness of the ecological
threat it poses. This dialogue must
extend beyond scientists and tech-
nical experts to include policymak-
ers, conservation practitioners, and
the general public. While mistle-
toe is often romanticized, it is essen-
tial to communicate its grave impact
on forests, where unchecked infesta-
tions weaken trees, reduce biodiver-
sity, and disrupt critical ecosystem
services. Engaging communities in
this conversation can help shift per-
ceptions and build support for nec-
essary conservation measures.

Involving local communities is
particularly important, as their tra-
ditional ecological knowledge can
enhance AI-driven approaches and
ground them in practical realities.
Collaborative frameworks are needed
to ensure that detection tools and
management strategies are accessi-
ble and actionable, particularly in
under-resourced areas where mistle-
toe infestations could be most se-
vere. Furthermore, public education
initiatives can help bridge the gap

between the cultural symbolism of
mistletoe and the ecological urgency
of its control, fostering a shared un-
derstanding of the problem and the
solutions required.

As we advance these efforts, it is
crucial to ensure that AI applications
remain equitable, transparent, and
aligned with ecological stewardship.
The future of mistletoe management
depends not only on technological in-
novation but also on our ability to
engage and empower all stakehold-
ers, from conservation scientists to
the broader community. By combin-
ing advanced tools with widespread
awareness and collaborative action,
we can protect forests from the dev-
astating impact of mistletoe infesta-
tions while fostering sustainable con-
servation practices.

Conclusions

This work critically examines the
role of AI and remote sensing in
addressing the ecological challenges
posed by mistletoe infestations, of-
fering insights into the method-
ologies and approaches that have
shaped this emerging field. By lever-
aging GP, texture descriptors, and
CNNs, our research highlights both
the potential and limitations of these
technologies in ecological conserva-
tion. GP demonstrated its effec-
tiveness in developing spectral in-
dices tailored to specific ecological
challenges, providing a starting point
for automation in mistletoe detec-
tion. Similarly, texture-based ma-
chine learning methods, while valu-
able for capturing spatial patterns,
evidenced the constraints of hand-
crafted features in complex and het-
erogeneous environments.

The shift toward deep learning,
particularly through CNNs, reflects
an evolution in methodology that
not only addressed earlier limita-
tions but also revealed the scalabil-
ity and adaptability of AI-driven so-
lutions for conservation. These ad-
vancements serve as a critical reflec-
tion on the application of cutting-
edge technologies in ecological moni-
toring, illustrating how AI can trans-
form labor-intensive tasks into scal-
able, efficient processes. However,
they also raise important questions

about the practicality and accessibil-
ity of these approaches, particularly
in resource-limited settings.

While the methodologies and in-
sights presented in this work demon-
strate significant potential for ad-
dressing ecological challenges, they
are accompanied by critical lim-
itations that warrant further ex-
ploration. Environmental variabil-
ity complicates the generalization of
these models. The performance of
machine learning and deep learning
approaches, optimized for specific
ecological contexts, may degrade in
heterogeneous environments charac-
terized by diverse vegetation types,
seasonal changes, or fluctuating light
conditions. Addressing this vari-
ability will require adaptive method-
ologies capable of learning from di-
verse datasets, coupled with exten-
sive field validation to ensure robust-
ness across ecological settings.

Computational demands also
present a significant challenge, par-
ticularly for resource-intensive deep
learning models. The energy
consumption and infrastructure re-
quired to train and deploy these
systems raise important questions
about their environmental and prac-
tical sustainability. Collaborative ef-
forts, such as leveraging edge com-
puting for real-time analysis or op-
timizing hardware configurations for
efficiency, represent critical avenues
for mitigating these constraints.

The integration of AI into eco-
logical conservation demands sus-
tained interdisciplinary collabora-
tion, grounded in both ethical
foresight and practical deployment
strategies. The complexities of
mistletoe detection and broader eco-
logical challenges require expertise
from diverse fields, including compu-
tational sciences, ecology, and social
sciences, to ensure that technologi-
cal advancements remain contextu-
ally relevant and inclusive. Future
efforts must prioritize partnerships
that bridge the gap between cutting-
edge research and actionable conser-
vation practices, fostering collabora-
tion among researchers, policymak-
ers, and local communities.

The practical deployment of AI
tools also presents critical opportu-
nities for innovation. Real-world
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implementation, supported by field
trials and user-centric design, will
be key to refining these technologies
and ensuring their usability by non-
specialist stakeholders, such as park
managers and conservation work-
ers. Integrating emerging technolo-
gies like Vision Transformers and
edge computing could further en-
hance the adaptability and efficiency
of AI-driven solutions, making them
more accessible and sustainable.

Looking forward, the role of
AI in conservation is poised to ex-
pand far beyond mistletoe detection.
These tools offer immense potential
to tackle diverse challenges, from
monitoring biodiversity to mitigat-
ing the impacts of climate change.
However, their impact will ulti-
mately depend on our ability to align
technological progress with the prin-
ciples of sustainability, equity, and
transparency.

By fostering interdisciplinary di-
alogue and embracing a forward-
thinking approach, the scientific
community can advance AI appli-
cations that not only address im-
mediate ecological threats but also
contribute to the broader goal of
sustainable development. The path
ahead is both challenging and filled
with opportunity, requiring collec-

tive action, ethical reflection, and
a commitment to collaboration that
transcends disciplinary boundaries.
Through these efforts, AI can be-
come a transformative force in con-
servation, driving innovation while
safeguarding the planet for future
generations.
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[2] B. Gallardo, M. Clavero, M. I. Sánchez, and M. Vilà, “Global ecological impacts of invasive species in aquatic ecosystems,”
Global Change Biology, vol. 22, 2016.
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