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A B S T R A C T

Cyber Situational Awareness (CSA) is crucial for detecting and mitigating security threats in evolving
digital environments. Traditional intrusion detection systems face challenges related to computational
efficiency, scalability, and interpretability, particularly in the detection of masquerade attacks, where
attackers mimic legitimate user behavior. This exploratory study conducts a preliminary investigation
into a clustering-based approach that integrates OK-Means, an optimized variant of K-Means, with
k-Nearest Neighbors (k-NN) to improve intrusion detection. The proposed approach is evaluated using
the Windows-Users and Intruder Simulations Logs (WUIL) dataset to assess its feasibility and pre-
liminary performance. Experimental results suggest that this method can achieve up to 99% recall in
masquerade attack detection while reducing execution time by 85% compared to conventional k-NN
classifiers. Additionally, the integration of explainability mechanisms, such as clustering visualization
and attack introspection tools, provides security analysts with interpretable insights into system de-
cisions. As an initial exploration, this study provides early-stage insights into clustering-based CSA
methods and lays the groundwork for future research. The findings suggest that this approach can
be further developed and extended to other cybersecurity domains, such as phishing and malware
detection, contributing to AI-driven security frameworks.
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able machine learning

1. Introduction

Cyber Situational Awareness (CSA) plays a crucial role
in protecting IT systems against evolving cyber threats.
As organizations increasingly rely on digital infrastruc-
ture, the need for effective intrusion detection mecha-
nisms has become more critical than ever [1]. Tradi-
tional intrusion detection systems (IDSs) often strug-
gle with two significant challenges: the complexity of
big data environments and the lack of interpretability

in decision-making processes [2]. These challenges are
especially pronounced in the detection of masquerade
attacks, where malicious actors disguise their activity
as that of legitimate users. The dynamic and high-
volume nature of cybersecurity logs further complicates
the real-time identification of such threats, making con-
ventional predictive models less effective in adaptive en-
vironments.

To address these limitations, this work explores
a clustering-based approach that enhances CSA by
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Figure 1. Recall (left) and processing time (right) using different noise reduction approaches (dataset
20%).

improving both efficiency and explainability in mas-
querade attack detection. Our method combines OK-
Means, an optimized variant of K-Means [3], with k-
Nearest Neighbors (k-NN) to streamline the classifica-
tion of potential intrusions. This hybrid approach re-
duces computational cost while maintaining high detec-
tion performance, making it more suitable for real-time
threat analysis. Additionally, we integrate explainabil-
ity strategies to provide security analysts with transpar-
ent, interpretable insights into why a particular behav-
ior is flagged as suspicious, improving decision-making
in CSA.

This study presents an experimental evaluation of
the proposed method using the Windows-Users and
Intruder Simulations Logs dataset (WUIL) [4]. We
analyze the feasibility and early-stage performance of
clustering-based detection in reducing false negatives
while maintaining high accuracy. As an exploratory
study, this paper provides practical insights into the im-
plementation, optimization, and real-world applicabil-
ity of AI-driven cybersecurity solutions. These findings
serve as a foundation for future research into adaptive
and scalable intrusion detection models.

2. Project Description

The proposed approach enhances CSA by improving the
efficiency and interpretability of masquerade attack de-
tection. The method leverages a combination of OK-
Means clustering [3] and k-Nearest Neighbors (k-NN)
to classify potential intrusions while optimizing compu-
tational resources. Clustering reduces the search space
by grouping similar user behaviors, allowing k-NN to
perform instance-based classification on a smaller, more
relevant subset of data. This structure improves detec-
tion efficiency without significantly compromising accu-
racy.

OK-Means is a refinement of the traditional K-
Means algorithm that optimizes cluster updates, mak-
ing it better suited for dynamic cyber environments
where system behavior constantly evolves. Unlike static
machine learning models that require frequent retrain-

ing, OK-Means efficiently adapts to new patterns while
maintaining clustering quality. Furthermore, k-NN pro-
vides an explainable classification process, enabling se-
curity analysts to understand why an alert was trig-
gered. To further enhance accuracy, the system inte-
grates Repeated Edited Nearest Neighbor (RENN) [5],
a noise reduction technique that filters out inconsisten-
cies and redundant data, reducing false positives and
improving model reliability.

The implementation consists of three key steps.
First, user activity data is collected from system logs us-
ing User Activity Monitoring (UAM) sensors [4]. This
data is then preprocessed to extract spatial, temporal,
and directional locality features, which help characterize
user behavior. Second, the clustering model is period-
ically updated based on data volume and classification
error rate to adapt to evolving attack patterns. Finally,
explainability is enhanced through visual analysis tools
that allow security analysts to inspect cluster structures
and attack feature distributions, making CSA more in-
terpretable and actionable.

3. Implementation and Results

The effectiveness of the proposed clustering-based ap-
proach was evaluated using real-world data, with a fo-
cus on improving detection efficiency and explainability.
This section details the dataset, experimental setup,
performance improvements, and the visual tools de-
signed to aid security analysts.

3.1 Dataset and Preprocessing

The evaluation was conducted using the Windows-Users
and Intruder Simulations Logs dataset (WUIL) [4],
which contains a total of 54,649 instances. The dataset
includes both legitimate user activities and masquer-
ade attack attempts, making it well-suited for intrusion
detection research. Due to the nature of masquerade at-
tacks, the dataset is highly imbalanced, with 96.77% of
instances belonging to legitimate users and only 3.33%
corresponding to attacks.
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Figure 2. Clustering analyzer tool when visualizing the 20% subsampling (left) and the complete dataset
(right).

The dataset consists of multiple behavioral features
extracted from user interactions with the file system.
These features include:

• File access frequency.

• Event distances between accessed files.

• Directionality of file system navigation.

• Temporal locality patterns in access sequences.

These attributes provide a structured representation
of user behavior, enabling clustering and classification
models to distinguish between normal and anomalous
activities.

3.2 Experimental Setup and Configuration

To analyze the performance of the proposed method, we
conducted multiple experiments with different configu-
rations of the clustering and classification components:

• Clustering was performed with C = 4 and C = 8
clusters.

• For classification, we tested k-NN with k = 1, 3, 5
neighbors.

• The number of selected clusters for classification
(sC) was varied as sC = 1, 2, 4.

• The impact of noise reduction was evaluated us-
ing Repeated Edited Nearest Neighbor (RENN)
[5], which filters out inconsistent or redundant
samples.

The evaluation process included 10-fold cross-
validation on five subsamples of the dataset, using 20%,
40%, 60%, 80%, and 100% of the instances. These
configurations allowed us to assess the balance between
computational efficiency and detection accuracy.

3.3 Performance Gains

The experimental results demonstrated substantial im-
provements in both computational efficiency and detec-
tion performance. Figure 1 presents the recall values
and execution times for different noise reduction and
clustering strategies.

• Time Efficiency: By leveraging OK-Means, ex-
ecution time was reduced by up to 85% compared
to a standard k-NN classifier without clustering.

• Detection Performance: The combination of
OK-Means and RENN significantly enhanced
classification accuracy, achieving up to 99% re-
call for the detection of masquerade attacks.

• False Negative Reduction: The clustering ap-
proach minimized the number of undetected at-
tacks, improving the overall reliability of the sys-
tem.

3.4 Explainability and Visual Tools

A key advantage of this approach is the integration of
explainability mechanisms, allowing security analysts
to interpret the reasoning behind attack classifications.
Two main visual tools were developed:

• Clustering Analyzer: This tool provides a hi-
erarchical tree-map visualization of the dataset,
showing the proportion of legitimate and attack
instances in each cluster. The tool helps analysts
assess the risk level of detected attacks by high-
lighting clusters where anomalies are found.

• Attack Introspection Tool: This visualization
tool presents a polar chart comparing the de-
tected attack’s feature values with those of simi-
lar past attacks and the cluster prototype. This
allows analysts to understand which behavioral
attributes contributed to the classification.
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Figure 3. Screenshot of the attack introspection tool showing the features of the attack, the most similar
attack that raised the alarm, and the cluster’s prototype.

These tools facilitate CSA by enabling analysts to
verify whether detected threats are legitimate or false
positives, improving trust in automated intrusion detec-
tion systems.

4. Discussion and Potential Impact

The proposed clustering-based approach for masquer-
ade attack detection provides a balance between ac-
curacy, efficiency, and interpretability, which are crit-
ical components of real-world CSA. Unlike traditional
black-box machine learning models, this method offers
security analysts actionable insights by leveraging an
explainable classification process. The integration of
OK-Means and k-NN enhances real-time threat detec-
tion while reducing computational overhead, making it
suitable for large-scale cybersecurity applications.

While the initial findings demonstrate promising
improvements in efficiency and detection performance,
further validation is needed to assess long-term scal-
ability and real-world deployment challenges. Future
research directions involve integrating adaptive learn-
ing techniques to dynamically update clusters based
on evolving attack patterns. This would further im-
prove the model’s ability to detect previously unseen
threats. Additionally, the approach can be expanded
to other cybersecurity domains, such as phishing detec-
tion, malware analysis, and anomaly detection in indus-

trial control systems. By refining the clustering process
and incorporating hybrid AI techniques, this method
has the potential to contribute to broader cybersecu-
rity frameworks that prioritize both performance and
interpretability.

5. Conclusion

This study explores the feasibility of a clustering-based
approach for CSA in detecting masquerade attacks. By
combining OK-Means with k-NN, the approach demon-
strates a potential balance between computational effi-
ciency, detection accuracy, and explainability. Prelim-
inary results suggest that this method can detect up
to 99% of masquerade attacks while reducing execution
time by up to 85%. Furthermore, the integration of
visual tools enhances interpretability, allowing security
analysts to make informed decisions based on attack
classifications.

As an exploratory investigation, this work pro-
vides early-stage insights into the advantages and lim-
itations of clustering-based CSA methods. Future re-
search should focus on further validation in large-scale,
real-world environments, as well as integrating adap-
tive learning techniques to improve robustness against
evolving threats. These findings lay the groundwork for
continued innovation in AI-driven cybersecurity solu-
tions.
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