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ABSTRACT

Mental, neurological, and substance use disorders are highly prevalent worldwide; however, it is es-
timated that between 75% and 95% of affected individuals lack access to treatment. Therefore, it is
essential to promote the development of effective strategies for the training and evaluation of mental
health professionals. There is evidence supporting the effectiveness of using standardized simulated
patients to train healthcare professionals. One of the main challenges is the extent to which these
simulations can authentically and validly represent real patients. The use of Artificial Intelligence has
recently been explored to enhance the ecological validity of simulations through Natural Language
Processing (NLP). NLP enables various applications, including chatbots and virtual assistants that
can engage in natural, human-like conversations. In healthcare, chatbots can serve as valuable tools
for training and providing feedback to professionals on a wide range of topics. This project aims to
evaluate the impact of automated feedback—delivered through a simulated patient chatbot named
PEPE—on the training of healthcare professionals at the Addiction Prevention Center, Faculty of
Psychology, UNAM, in areas such as depression, anxiety, and substance abuse.
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1. Introduction

The use of simulations in the assessment and training
of health professionals implies the strengthening of com-
petencies for the management of mental health risk in-
dicators in the population [1]. Simulations provide par-
ticipants with immediate and detailed feedback on their
performance, allowing practice in a controlled environ-
ment, reducing the likelihood of making mistakes with
real patients. Training health professionals to address
issues such as substance abuse, depression, and anxiety

E-mail address: carlosricardocm@gmail.com
https://doi.org/10.5281/zenodo.17227862

at the primary level is crucial to ensure the implementa-
tion of effective interventions. The use of technological
resources based on natural language processing ensures
that the simulation is as close as possible to the reality
faced daily by mental health professionals.

There are examples of chatbots that are used to di-
agnose potential mental health problems based on the
person’s profile and symptoms, offering help in areas
such as stress, depression, sleep, and self-esteem [2, 3, 4].
However, very few focus on being used as a virtual pa-
tient for the training of health professionals, and even
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Escribe el nombre con el que te gustaria que el chatbot se dirigiera a ti, por ejemplo:
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Figure 1.

fewer in the Spanish language [5].

Therefore, one of the main contributions of this
work will be the development of a chatbot in Span-
ish that provides automatic feedback to mental health
professionals on depression, anxiety, and substance use.
This will allow professionals in training to identify areas
for improvement, facilitating continuous learning and
the refinement of clinical skills.

2. Methodology

With the aim of training mental health specialists
from the Addiction Prevention Center at the Faculty
of Psychology of UNAM in providing counseling on
depression, anxiety, and substance abuse, a chatbot
named PEPE (Spanish acronym for Programa de En-
trenamiento con Pacientes Estandarizados) was devel-
oped. PEPE integrates various technologies, such as
an API for querying ChatGPT-4o, as well as a web
system developed at the Institute of Research in Ap-
plied Mathematics and Systems at UNAM. This sys-
tem uses Python as the programming language, along
with a socket-based architecture for thread manage-
ment, database handling, dialogue engine, security, au-
thentication, and graphical interface as showed in Fig-
ure 1. Additionally, an administration web page was
created to store the data and training sessions of the
mental healthcare professionals as shown in Figure 2.
ChatGPT-40 was pre-trained using transcriptions
of simulated patient-student session conversations on
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Main Page of the Chatbot Simulated Patient (PEPE)

topics of substance use, depression, and anxiety, cre-
ating a script for the fine-tuning of the Large Language
Model (LLM). The simulated cases as shown in Fig 3
were developed based on the analysis of videos and files
of real cases, obtaining a sample of the representative
sociodemographic and clinical characteristics of typical
cases who are treated at a primary care training cen-
ter. Once the case was developed, the indicators and
dialogues were validated by expert judges, and finally,
PEPE was trained to represent these patients in sim-
ulated interactions, providing standardized information
and presenting all the stimuli of the case [6].

The functionalities currently available in PEPE are
as follows: First use case for evaluating a healthcare pro-
fessional. The use case includes elements such as signs,
symptoms, and strategies to reduce alcohol consump-
tion, as mentioned in the Mental Health Gap Action
Programme (mhGAP) Intervention Guide [7]. In this
use case, PEPE simulates a 30-year-old male patient
who presents with concerns related to excessive alcohol
consumption (See Figure 4).

3. Results and Discussion

Currently, PEPE can engage in dialogue with a mental
healthcare professional; presenting general information
about the case such as personal details, the reason for
consultation, and triggers and consequences associated
with alcohol use. However, the following objectives are
yet to be achieved:


http://maikron.org/jaica

Journal of Artificial Intelligence and Computing Applications (2025) 3(2)

Anadir

Participantes asadir participante.

Nombre *
Apellido Paterno *
Apellido Materna
Email

Password

Confirma el password
Genero

Femenino

Adscripcion *

Programa de Atencién Psicologica a Distancia

Perfil

Practicas profesionales

Figure 2. Webpage for registering mental health professionals in PEPE’s administrative interface.

Expediente:

Nombre

Sexo: MujerfHombre

Edad: 30 afios

Estado civil: Casado/a Foto
Ocupacion: Trabaja en una compafiia de seguros en el drea de finanzas

Motivo de consulta:
Persona de 30 arios de edad que refiere que Ultimamente ha tenido discusiones con su espeso/a,
asi como problemas en su trabajo y se siente preocupada por no cumplir con sus obligaciones.

Informacién adicional:
Vive con su esposo en un departamento rentado

Guién caso Sustancias

La persona atendida refiere V 1 Ultimamente he estado bebiendo aicohol.

Completa (Correcta) Incompleta/Parcial No pertinente (Incorrecta)

iDesde cuando?/ {Desde hace

Categoria: Evaluacion cusnto tlempo? iAntes bebias? &Y eso te preocupa?
V1.1 En los dltimos 6 meses he V3.5 me afecta mucho v por esto
Respuesta de la persona atendida estado saiiendo a tomar V 1.2 Antes no bebia - 5k e ajectar Vi

estoy solicitando la atencion

La persona atendida refiere V 2 He notado / me he fijodo que siempre consumo lo mismo.

Figure 3. Example of a simulated alcohol abuse case that includes incorrect, incomplete, and non-
pertinent answers.
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Hola.

Ultimamente he notade algunes problemas, me dicen que tomo muche

Francamente no sé qué hacer. Ultimamente me he sentido muy mal

Escribe aqui

PEPE &

-~
En gue te puedo ayudar? -

45 11:32.3m

L
[

Enviar

Figure 4. Screenshot showing a dialogue in Spanish between the chatbot PEPE, simulating a 30-year-old
male patient expressing concerns about alcohol abuse, and a trainee mental healthcare professional.

e Automatic Feedback for Mental Health Profes-
sionals. For each question posed by PEPE, the
healthcare professional will provide a response,
which will be immediately evaluated by PEPE,
receiving instant feedback and an assessment.

e Improvements to the conversation model to make
it more adaptive.

e Improvements to the historical storage of conver-
sations to contextualize the responses.

e Evaluation of improvements at the conversation
flow level.

e Evaluation of the system with end users.
e Creation of a results log.

e Adding the use cases for depression and anxiety.

4.

The research highlights the development and applica-
tion of a chatbot-based simulated patient, PEPE, to
train mental health professionals in addressing issues
such as depression, anxiety, and substance abuse. The
implementation of automatic feedback via Natural Lan-
guage Processing allows for real-time assessment and
continuous learning. Future work will focus on refin-
ing the conversation model to enhance its adaptabil-
ity, evaluating healthcare professionals’ responses, and
improving the storage of conversation histories for bet-
ter context. Furthermore, end-user evaluations will be
conducted, and a results log will be created to track
progress.

Conclusion
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The integration of AI technologies into mental
health training, while highly promising, also presents
important ethical considerations. A central concern is
the protection of personal data generated during sim-
ulated interactions. In this project, data privacy is
safeguarded by ensuring that all training information is
provided anonymously by healthcare professionals from
the Addiction Prevention Center at UNAM. This ap-
proach protects sensitive information, promotes ethical
data handling, and minimizes the risk of compromising
individual privacy in educational and research contexts.

Furthermore, the implementation of Al systems like
PEPE demands transparency regarding the accuracy
and limitations of the feedback they provide. It is es-
sential that users understand that Al-generated evalua-
tions are based on algorithmic models rather than clin-
ical judgment, and should be interpreted as supportive
tools to guide learning—not as definitive assessments.
Despite these limitations, PEPE demonstrates strong
potential to enhance the training and skill development
of mental health professionals, ultimately contributing
to more effective and accessible mental healthcare deliv-
ery. However, future evaluations are necessary to assess
the system’s effectiveness and its actual impact on ed-
ucational outcomes.
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