
  



Journal of Artificial Intelligence and Computing Applications 
 

 

 

Editor-in-Chief 

Dr. Mauricio G. Orozco-del-Castillo 

Tecnológico Nacional de México, 

Instituto Tecnológico de Mérida, Mexico 

 

 

Associate Editors 

Dr. Juan A. Recio-Garcia 

Universidad Complutense de Madrid, 

Spain 

 

Dr. Rasikh Tariq 

Instituto Tecnológico y de Estudios 

Superiores de Monterrey, Mexico 

 

 

Editorial Board 

Mariana Bárcenas-Castañeda 

Tecnológico Nacional de México, 

Tecnológico de Estudios Superiores de 

Ecatepec, Mexico 

 

Carlos Bermejo-Sabbagh 

Tecnológico Nacional de México, 

Instituto Tecnológico de Mérida, Mexico 

 

Víctor A. Castellanos-Escamilla 

Tecnológico Nacional de México,  

Instituto Tecnológico de Tlalnepantla, 

Mexico 

 

Carlos Cerón-Rendón 

Jarkol Technologies, Canada 

 

Nora Cuevas-Cuevas 

Tecnológico Nacional de México, 

Instituto Tecnológico de Mérida, Mexico 

 

Rodolfo Fallas-Soto 

Universidad de Costa Rica, Costa Rica 

 

Carlos Ortiz-Alemán 

Centro de Investigación Científica de 

Yucatán, Mexico 

 

Pedro A.G. Ortiz-Sánchez 

Tecnológico Nacional de México, 

Instituto Tecnológico de Mérida, Mexico 

 

Israel Sánchez-Domínguez 

Universidad Nacional Autónoma de 

México, Instituto de Investigaciones en 

Matemáticas Aplicadas y en Sistemas, 

Mexico 

 

Juan C. Valdiviezo-Navarro 

Centro de Investigación en Ciencias de 

Información Geoespacial, México 

  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

Journal of Artificial Intelligence and Computing Applications, Vol. 2, 

Núm. 1, enero – junio de 2024, es una publicación semestral editada por la 

Asociación para el Avance de las Aplicaciones Inteligentes y Tecnologías 

con Impacto Social, Calle 12 No. 103, Lotes No. 56 y 57, Ucú, Yucatán, 

C.P. 97357, Tel. (55) 28 55 70 20. URL: https://www.maikron.org/jaica, 

correo electrónico: contact@maikron.org. Editor responsable: Mauricio 

Gabriel Orozco del Castillo. Certificado de Reserva de Derechos al uso 

Exclusivo del Título: 04-2024-032513154000-102, eISSN: en trámite, por 

el Instituto Nacional del Derecho de Autor (INDAUTOR). Responsable de 

la última actualización de este número, Mauricio Gabriel Orozco del 

Castillo, Editor Responsable. Fecha de la última modificación: 30 de junio 

de 2024, Calle 12 No. 103, Lotes No. 56 y 57, C.P. 97357, Ucú, Yucatán. 

El contenido de los artículos es responsabilidad de los autores y no refleja 

el punto de vista de los árbitros, del Editor o de la asociación. Se autoriza 

la reproducción total o parcial de los textos siempre y cuando se cite la 

fuente completa y la dirección electrónica de la publicación.  

  

 

Esta obra está bajo una licencia Creative Commons 4.0 Internacional.  



Journal of Artificial Intelligence and Computing Applications 
Vol. 2, No. 1, January-June 2024 

 

  

Contents 

 
Short Narrative Reviews 
 

Machine learning in wireless sensor network applications: a 
short narrative review 

 

1 
 

Convolutional neural networks for identification of forest fires 

in satellite images: a short narrative review 

 

7 
 

 

 

Critical Perspectives and Position Papers 

 

The eXplainable Artificial Intelligence Paradox in Law: 

Technological Limits and Legal Transparency 

 
19 

 

Empathy, Accessibility, and Transparency in the Future of 
Artificial Intelligence: A Critical Perspective on Technology's 

Role in Modern Life 

28 

 

Applied AI Exploration Papers 

 

Clustering-Based Cyber Situational Awareness: A Practical 
Approach for Masquerade Attack Detection 

 
35 

 

 

  
 

  



 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

  



Foreword 

 

Dear Readers, Contributors, and Colleagues, 

 

It is with great pride that I introduce the second volume of the Journal of Artificial 

Intelligence and Computing Applications (JAICA). Building upon the momentum of 

our inaugural issue, this edition reaffirms our commitment to exploring the 

intersection of artificial intelligence and practical computing applications while 

expanding our vision with the introduction of new and thought-provoking 

contributions. 

 

JAICA’s mission extends beyond being a mere collection of scholarly articles. We aim 

to foster a dynamic community of researchers, practitioners, and enthusiasts united by 

a shared vision of advancing AI and computing technologies with meaningful, real-

world impact. This vision is reflected in our inclusive approach, welcoming a wide 

array of contributions that range from comprehensive reviews to pioneering critiques 

and perspectives. 

 

In this issue, we are pleased to present two insightful Short Narrative Reviews (SNRs). 

The first, titled “Machine Learning in Wireless Sensor Network Applications,” delves 

into the integration of machine learning techniques in the domain of wireless sensor 

networks, highlighting both current trends and emerging challenges. The second 

article, “Convolutional Neural Networks for Identification of Forest Fires in Satellite 

Images,” examines the application of convolutional neural networks (CNNs) in 

detecting forest fires, a critical area of research with significant environmental and 

societal implications. 

 

Additionally, we are thrilled to debut our new section, Critical Perspectives and 

Position Papers (CPPP), which provides a platform for reflective, argument-driven 

discussions on AI's role in society. This section begins with two pioneering articles. 

The first, “Empathy, Accessibility, and Transparency in the Future of Artificial 

Intelligence: A Critical Perspective on Technology's Role in Modern Life,” explores 

the dual nature of AI as a tool that can empower humanity while posing risks to 

creativity, community, and interpersonal connection. The second, “The eXplainable 

Artificial Intelligence Paradox in Law: Technological Limits and Legal 



Transparency,” critically examines the challenges of aligning AI-assisted legal 

systems with ethical and procedural standards, advocating for a balance between 

technical performance and societal trust. 

 

We are also excited to present a contribution in our Applied AI Exploration Papers 

(AAIEP) section: “Clustering-Based Cyber Situational Awareness: A Practical 

Approach for Masquerade Attack Detection.” This paper explores a clustering-based 

approach that integrates an optimized variant of K-Means with k-Nearest Neighbors 

to enhance intrusion detection in cybersecurity. By improving computational 

efficiency and integrating explainability mechanisms, this  study provides valuable 

insights into AI-driven security frameworks and lays the groundwork for further 

research in cyber threat detection. 

 

These articles collectively embody the spirit of JAICA by addressing pressing issues 

through rigorous analysis and creative exploration. The authors have skillfully 

navigated complex topics, offering valuable insights that contribute to our 

understanding of AI’s role in solving real-world problems. 

 

I extend my sincere appreciation to our dedicated editorial team, the diligent reviewers 

who provided invaluable feedback, and the supportive members of the AAAIMX 

student chapter. I am also grateful to our editorial sponsor, Maikron, for their 

unwavering commitment to advancing scholarly research in AI. Most importantly, I 

want to thank the authors for their trust in JAICA and for contributing their 

exceptional work to this issue. 

 

Looking ahead, I am excited about the future of JAICA and the journey we are on. 

With each issue, we move closer to our vision of becoming a beacon of innovation 

and excellence in the fields of artificial intelligence and computing. 

 

Warmest regards, 

 

Mauricio G. Orozco-del-Castillo 

Editor-in-Chief 

Journal of Artificial Intelligence and Computing Applications (JAICA)  
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Review article

Machine learning in wireless sensor network applications: a
short narrative review

Josué Pat-Cetina 1,*, Alejandro Pech-Escamilla 1, Teresita Chi-Pech 1, Halbert Eduardo
Contreras-Villegas 1, and Daniel Visairo-Méndez 1

1Tecnológico Nacional de México / IT de Mérida, Yucatán, México

A B S T R A C T

This review explores the applications of Machine Learning in Wireless Sensor Networks, emphasiz-
ing its impact on various aspects such as routing, security, energy efficiency, speed, and quality. Its
purpose is to bring attention to the most significant aspects and commonly employed applications of
Machine Learning in Wireless Sensor networks for new and future research endeavors. The implica-
tions involved in obtaining 10 selected from 340 articles were the identification of specific articles, the
screeening filtered by titles and abstracts and the Eligibility of the evaluated articles.The result of
ten selected articles delve into the use of ML techniques, particularly Reinforcement Learning, with
Q-learning being a prominent algorithm and so highlights the significance of ML in optimizing Wire-
less Sensor Networks performance, enhancing energy efficiency, and addressing specific challenges like
wildfire detection and agricultural monitoring, systems that requires rapid response with low power
consumption. Despite rigorous article selection, potential biases and criteria applicability limitations
are acknowledged. Recommendations include further exploration of AI integration in practical ap-
plications, sophisticated approaches for energy optimization and security, and addressing emerging
challenges in wireless sensor networks.

Keywords: wireless sensor networks, machine learning, deep learning

1. Introduction

Advancements in wireless technologies have been a
major driver of modern human progress, enabling
rapid, long-distance, and instantaneous communication.
Among these technologies, the Internet of Things (IoT)
stands out, integrating various devices and systems for
seamless data exchange. At the core of many IoT sys-
tems are wireless sensor networks (WSNs), which play a
crucial role in gathering and transmitting environmen-
tal data for real-time analysis.

WSNs are fundamental in applications such as bat-
tlefield surveillance, smart living environments, real-
time environmental monitoring, and traffic optimiza-
tion. By connecting numerous sensor nodes wirelessly,

WSNs can measure various physical parameters pre-
cisely. However, efficient management of WSNs poses
significant challenges, including issues related to rout-
ing, security, and, most critically, energy efficiency. De-
spite their design for low energy consumption [1], relying
on batteries for WSNs with a large number of nodes is
unsustainable due to the need for periodic replacement
and the ecological risks associated with battery disposal
[2].

Addressing energy efficiency is a priority, especially
when utilizing renewable energy sources that may not
provide a continuous power supply. Therefore, opti-
mizing the energy consumption of WSNs is crucial, and
this is where artificial intelligence (AI) and, more specif-
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ically, machine learning (ML) methods, can be highly
beneficial. ML techniques can enhance WSN perfor-
mance by reducing energy usage and minimizing hu-
man intervention [3]. Additionally, in the context of
data security, the increasing complexity of WSNs has
highlighted vulnerabilities such as weak authentication,
insecure network services, and poor encryption practices
[4]. The lack of common standards balancing power con-
sumption and security exacerbates these issues, leaving
WSNs susceptible to attacks, especially in the commu-
nication layer [5].

The purpose of this review is to analyze the appli-
cation of ML methods in WSNs, focusing on their role
in enhancing energy efficiency and addressing security
challenges. By examining the current state of research
and anticipating future trends, this review aims to pro-
vide a comprehensive orientation of ongoing ML work
in the context of WSNs.

This article is structured as follows: Section 2 out-
lines the inclusion and exclusion criteria used for select-
ing relevant studies, while Section 3 presents the main
findings in terms of the different prevailing themes from
the review of the selected articles. Section 4 discusses
specific applications and benefits of ML in WSNs, high-
lighting deep learning (DL) techniques and their impact.
Finally, Section 5 provides concluding remarks, summa-
rizing the implications of ML in WSNs and projecting
future challenges and research directions.

2. Methodology

The methodology of this review outlines a systematic
approach aimed at identifying, selecting, and analyzing
relevant literature on the applications of ML in WSNs.
To ensure a comprehensive and high-quality selection of
studies, a rigorous search strategy was implemented us-
ing defined inclusion and exclusion criteria. The process
involved multiple stages, including initial identification
of records, a thorough screening of titles and abstracts,
an in-depth eligibility assessment based on quality met-
rics, and a final selection of the most impactful articles.

A total of 340 records were initially identified using
Google Scholar with the search term intitle:”machine
learning” AND intitle:”wireless sensor networks”, cov-
ering publications from 2014 to the present. Following
a preliminary review of the titles and abstracts, 43 arti-
cles were selected for an initial screening based on their
relevance to the review topic, leaving 297 articles for a
more detailed eligibility assessment.

During the eligibility phase, the full text of the re-
maining 297 articles was carefully examined. Of these,
67 articles were excluded as they addressed topics out-
side the scope of machine learning applications in wire-
less sensor networks. An additional 150 articles were
removed because they were not indexed in the Journal
Citation Reports (JCR), which was used as a quality fil-
ter to ensure the selection of impactful studies. Among
the JCR-indexed articles, 55 were further excluded for
not being classified within the top quartile (Q1), as the
review prioritized high-impact research. Finally, 15 ar-

ticles were excluded for failing to meet the threshold
of an average citation rate of at least 1.5 citations per
year.

The final selection consisted of 10 high-impact arti-
cles that provide a focused and comprehensive overview
of ML applications in WSNs. This short narrative re-
view includes a small number of studies, intentionally
chosen to capture only the most impactful and influ-
ential works in the field. While this approach offers a
concise yet in-depth analysis, it also introduces certain
limitations. A broader, more exhaustive review could
potentially include a wider range of studies, capturing
additional insights and emerging trends that may have
been omitted here. Nevertheless, the selection process
ensured that the included articles represent significant
contributions to the domain. This process, along with
the stages of identification, screening, and eligibility as-
sessment, is summarized in Figure 1. The complete list
of the 10 selected articles is presented in Table 1.

3. Thematic Overview

The reviewed articles cover various applications of ML
algorithms in WSNs, particularly those offering signifi-
cant benefits tailored to specific objectives within the
context of Industry 4.0. The use of ML techniques
emerges as a strategic solution to key challenges in
WSNs, including smart farming, routing, security, en-
ergy conservation, scheduling, localization, node clus-
tering, data aggregation, fault detection, and real-time
data integrity. DL techniques, integrated into auto-
mated networks, have shown promise, as highlighted in
the work by [6]. These techniques are well-suited for
handling dynamic, real-world scenarios through effec-
tive learning processes, reducing the need for frequent
manual adjustments. This thematic overview summa-
rizes and critically analyzes the contributions of ML al-
gorithms to WSNs, identifying gaps and contradictions
while maintaining a clear connection to the research ob-
jective stated in the Introduction.

In smart agriculture, ML techniques play a pivotal
role in analyzing data collected by WSNs to identify
various agricultural issues [8]. This application demon-
strates the practical use of ML algorithms in addressing
challenges within the agricultural domain. The integra-
tion of these technologies represents a progressive shift
towards more advanced and sophisticated approaches
for tackling agricultural concerns. By critically examin-
ing the literature, including the seminal work of [8], we
highlight the current applications of ML in smart agri-
culture and identify areas for further exploration and
improvement. This thematic analysis aligns with the
research question presented in the Introduction, empha-
sizing the contemporary relevance and potential future
developments of ML algorithms in the agricultural con-
text.

The application of ML techniques in WSNs offers
several advantages, including reduced computational
complexity, improved feasibility in identifying optimal
solutions, maximized resource utilization, extended net-
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Figure 1. Diagram illustrating the systematic process of identifying, screening, and selecting relevant
studies for this review on machine learning applications in wireless sensor networks. The diagram outlines
each stage of the methodology, including the initial search, assessment of eligibility based on defined crite-
ria, and the final inclusion of 10 high-impact articles.

work lifespan, and significant gains in energy efficiency
[9]. A critical examination of the literature highlights
the substantial contributions of ML to the field of
WSNs, particularly in enhancing overall efficiency and
extending the useful life of the networks.

Energy management is a crucial area where tradi-
tional methods, such as optimal routing protocols, node
failure detection, and WSN topology construction, have
been widely recognized for their utility. However, these
methods have limited effectiveness in significantly re-
ducing energy consumption. To overcome these limita-
tions, advanced techniques like ML, metaheuristics, and
Q-learning have been explored in the context of WSNs
[7, 15].

The integration of IoT in WSNs has advanced sig-
nificantly with the development of various smart de-
vices. However, devices that are not connected to a
conventional electrical grid face limitations in operating
time. To address this, AI techniques, particularly rein-
forcement learning (RL), have been applied for energy
optimization, providing enhanced control over battery
charge levels and extending the operational lifespan of
these devices [13]. The application of RL methods in
WSNs also includes the identification of energy-efficient
data transmission paths, which is essential for main-
taining network efficiency. Additionally, RL techniques

contribute to data security by mitigating risks associ-
ated with compromised nodes and potential data theft
[12].

A practical application of DL is in combating for-
est fires, catastrophic events that cause significant eco-
nomic, ecological, and environmental damage world-
wide. Existing detection methods, such as satellite
image processing systems, optical sensors, and digital
cameras, often prove ineffective. In response, integrat-
ing WSNs with low-energy DL models has been pro-
posed. By monitoring multiple sensor nodes measuring
parameters like temperature, humidity, light intensity,
and CO2 levels, this approach stands out as a promis-
ing solution, enhancing detection efficiency and enabling
rapid response to minimize potential damage [14].

Communication overloads in WSNs pose a signifi-
cant challenge, as they can quickly deplete node energy
and reduce network lifetime, thereby affecting the qual-
ity of service. To mitigate these issues, the Q-learning
technique has been implemented. This RL approach in-
volves two stages: (1) reward-dependent cluster head
selection and (2) double-constraint path selection. By
improving the efficiency of cluster head and route se-
lection, Q-learning reduces uneven energy consumption
and helps extend the network’s lifetime [11].

Resilience in WSNs is another major challenge, re-

3

http://maikron.org/jaica


Journal of Artificial Intelligence and Computing Applications (2024) 2(1)

Table 1. The final list of articles used in this review, including information for title, journal, year of
publication and citation.

Title Journal Year Citation

Wireless sensor networks in agriculture through
machine learning: A survey

Computers and Electronics in Agriculture 2022 [6]

A New Energy Prediction Algorithm for Energy-
Harvesting Wireless Sensor Networks With Q-
Learning

IEEE Access 2016 [7]

Machine Learning in Wireless Sensor Networks:
Algorithms, Strategies, and Applications

EEE Communications Surveys 2014 [8]

Machine Learning for Advanced Wireless Sensor
Networks: A Review

IEEE Sensors Journal 2020 [9]

Resilient Routing Mechanism for Wireless Sensor
Networks With Deep Learning Link Reliability
Prediction

IEEE Access 2020 [10]

Optimizing the network energy of cloud assisted
internet of things by using the adaptive neural
learning approach in wireless sensor networks

Computers in Industry 2019 [11]

A Trusted Routing Scheme Using Blockchain and
Reinforcement Learning for Wireless Sensor Net-
works

Sensors 2019 [12]

Reinforcement and deep reinforcement learning
for wireless Internet of Things: A survey

Computer Communications 2019 [13]

Early Forest Fire Detection System using Wire-
less Sensor Network and Deep Learning

International Journal of Advanced Computer Sci-
ence and Applications

2020 [14]

Machine Learning-Based Energy-Saving Frame-
work for Environmental States-Adaptive Wireless
Sensor Network

IEEE Access 2020 [15]

quiring the network to efficiently recover and adapt to
changes in topology, such as node failures or attacks,
especially when information about network links is in-
complete. To address this issue, the Weighted Laplacian
Deep Convolutional Neural Network (WL-DCNN) has
been proposed. This DL model, combined with a pre-
dictive routing mechanism, optimizes data transmission
and prolongs the network’s useful life [10].

The thematic overview has highlighted several key
areas where ML techniques have been effectively ap-
plied to enhance the performance of WSNs. From
energy management and communication optimization
to resilience and real-time applications, the integration
of ML models, particularly DL and RL, shows great
promise in addressing the inherent challenges of WSNs.
This analysis provides a solid foundation for the sub-
sequent discussion, where the implications and future
directions of these advancements will be explored in
greater detail.

4. Discussion

In WSNs, the speed and efficiency of data transmission
are crucial considerations [14]. However, this efficiency
must also account for security measures to protect the
integrity of the transmitted data [5]. Balancing these
factors becomes more complex when incorporating low-
energy consumption nodes, which impose significant de-
mands on both hardware and software, while still being

constrained by energy limitations [12, 13]. This delicate
balance between transmission efficiency, security, and
power management poses a substantial challenge in the
design and operation of WSNs, underscoring the need
for innovative solutions that effectively address these
competing requirements.

The variation in the findings of the reviewed studies
was critically analyzed through a comprehensive com-
parison of the issues addressed in the selected articles.
This analysis revealed common challenges consistently
identified across multiple studies, including route opti-
mization [13], energy-aware routing [8], energy saving
[7, 15], security [10], speed [14], performance [12], qual-
ity of service [11], and programming complexity [9]. The
goal of the review was to provide a detailed understand-
ing of these variations and to identify patterns or con-
sistencies in how the studies addressed key challenges
within the scope of the selected articles.

To identify the most effective learning techniques for
specific problems in WSNs, the findings of each applied
method were interpreted within their respective con-
texts and evaluated based on their results. In WSN ap-
plications, these techniques have been utilized for con-
tinuous monitoring in agricultural fields [6], forest fire
detection [14], and other scenarios. These techniques
help improve routine processes and enable continuous
monitoring, often replacing humans in tasks that may
pose safety risks. However, to fully harness the poten-
tial of AI in WSNs, a large volume of data samples is

4
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required, which in turn demands significant time and
resources [9].

RL has emerged as a key tool for energy optimiza-
tion in WSNs, with Q-learning being identified as the
preferred algorithm due to its simplicity and low com-
putational complexity. Despite these advantages, the
algorithm’s impact on network performance has been
significant, leading to notable improvements in trans-
mission routes and the overall efficiency of WSN bat-
teries, as demonstrated in studies such as [12, 13]. The
Q-learning-based solar energy prediction (QL-SEP) al-
gorithm is one notable approach that has shown promise
in optimizing energy use in WSNs [7, 9, 11, 13, 15].

The Q-learning algorithm, a key component of RL,
stands out as an essential tool in the field of ML. Its
adaptive nature enables it to learn directly from inter-
actions with the environment, making it applicable to a
wide range of real-world problems. The algorithm’s suc-
cess has been demonstrated in practical applications, of-
ten outperforming human performance in various tests,
highlighting its relevance and effectiveness in solving
complex, dynamic problems. This RL approach is a
valuable asset for addressing challenges that require op-
timized decision-making over time [9].

While RL techniques have shown promise in energy
optimization, DL methods offer complementary advan-
tages, particularly in event prediction and security ap-
plications. DL has proven effective for energy-aware
routing in WSNs and has also been employed to ad-
dress security issues [9, 10, 11, 12, 13]. Additionally, DL
methods have been utilized in real-time event predic-
tion tasks, providing valuable solutions for applications
such as forest fire detection and continuous monitoring
[14, 9, 11, 13].

However, it is essential to critically consider certain
limitations in this review process. The thoroughness of
the search strategy and the applicability of the inclusion
and exclusion criteria may affect the representativeness
of the selected studies. Additionally, attention should
be given to the methodology used for assessing study
quality and ensuring consistency in the application of
criteria among reviewers. Although the review aims for
transparency, the generalization of results and the tem-
poral relevance of the information are important aspects
to consider. Acknowledging these limitations is crucial
for accurately interpreting the findings and identifying
areas for future improvements in similar research en-
deavors.

The findings from the selected articles demonstrate
a strong alignment with previous research, particularly
in highlighting the importance of ML for optimizing the
performance of WSNs and improving energy efficiency
[9, 12, 13]. These results are consistent with earlier stud-
ies that emphasize the relevance of ML in the field of
WSNs [12, 7]. Overall, the integration of ML techniques

has proven effective in addressing core challenges such
as energy management, data security, and resilience in
WSNs. This synthesis of findings underscores the trans-
formative potential of ML techniques in the ongoing
development of WSNs, reinforcing their role as foun-
dational components of smart, interconnected systems
and paving the way for future research directions in this
rapidly evolving field.

5. Conclusion

This review highlights the effective use of ML techniques
in optimizing the performance of WSNs, with partic-
ular emphasis on RL and the widespread adoption of
Q-learning as a prominent algorithm [9, 12, 13]. The
findings demonstrate the significant impact of ML in
enhancing energy efficiency and addressing critical chal-
lenges, such as wildfire detection [14] and agricultural
monitoring [6], both of which require rapid response
with low power consumption.

The review identified diverse applications of ML
across key areas of WSNs, including routing, security,
energy conservation, speed, and quality of service. It
also explored the contributions of different ML algo-
rithms, noting the importance of DL for energy-aware
routing and improving WSN security. These insights
underscore the transformative role of ML in advancing
WSN capabilities and addressing complex, real-world
challenges.

Despite the rigorous selection process, the review
acknowledges certain limitations related to the applica-
bility of inclusion and exclusion criteria and the poten-
tial for selection biases. Maintaining transparency in
the methodology and ensuring consistency in evaluat-
ing study quality are crucial for accurately interpreting
the findings and guiding future research efforts.

Further exploration is recommended in integrating
AI into practical WSN applications, developing more
sophisticated approaches for energy optimization and
security, and tackling emerging challenges. The findings
from this review serve as a valuable reference for future
research, encouraging the pursuit of innovative and sus-
tainable solutions in WSNs. By expanding the scope
of literature searches to include not only Q1 but also
high-quality Q2 articles, future studies can capture a
broader range of emerging trends and insights, helping
to guide new research initiatives and foster continued
innovation.

This review demonstrates the substantial potential
of ML techniques in driving the evolution and contin-
uous improvement of WSNs within today’s rapidly ad-
vancing technological landscape. The integration of ML
into WSNs offers promising opportunities for enhanced
efficiency, resilience, and intelligence, paving the way for
more adaptive and capable networks in the future.
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Convolutional neural networks for identification of forest
fires in satellite images: a short narrative review
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A B S T R A C T

Deforestation, a global phenomenon resulting in massive loss of forest areas, and forest fires, which are
increasing in frequency and intensity due to climate change and human activity, present major chal-
lenges in managing and reducing these catastrophic events. Forests are essential for biodiversity and,
representing about one third of the earth’s land surface, require effective protection and conservation
strategies as a matter of urgency. The effectiveness demonstrated by the models in detecting forest
fires with satellite images is highlighted, allowing a faster response to emergencies. However, some lim-
itations are pointed out, such as satellite capabilities and the need for high quality data to ensure the
reliability of CNN model performance. This paper reviews recent advances in this field, highlighting
the effectiveness of CNN-based models in identifying fires accurately and in a timely manner.

Keywords: forest fire detection, convolutional neural networks, multispectral satellite
images

1. Introduction

Deforestation is a phenomenon that involves the mas-
sive loss of forest areas around the world, including
forests, which are one of the most important natural
resources for humanity. These represent almost a third
of the planet’s land surface and are home to countless
species, especially in tropical areas, where there is usu-
ally greater biological diversity [1]. There are 24 areas
made up of a large concentration of hotspots threat-
ened by deforestation called “fronts”, nine of which are
in Latin America [2]. The increasing frequency and in-
tensity of wildfires, exacerbated by climate change and
human activity, pose significant challenges in the man-
agement and mitigation of these catastrophic events.

Convolutional Neural Networks (CNN) have proven
to be promising tools in the field of computer vision
and image analysis, particularly in the detection and

classification of objects in images [3]. Their ability to
learn relevant features automatically makes them ideal
for forest fire detection tasks in images. The capacity of
these technologies can not only save lives and minimize
property damage, but also inform and guide long-term
forest management strategies and conservation policies.

Despite significant advances in the application of
CNN for wildfire detection in satellite images, signifi-
cant gaps still remain in the literature. While research
has demonstrated the effectiveness of lightweight CNN
models in accurately identifying fires [3, 4], there is a
lack of consensus on their performance under variable
conditions, such as dense vegetation cover or the pres-
ence of clouds. Furthermore, the ability of these models
to detect fires in incipient stages and their adaptabil-
ity to different geographic environments also need to be
further examined.

The objectives of this review article are multiple.
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Firstly, it seeks to synthesize and critically evaluate the
existing literature on the performance and scope of CNN
for the detection of forest fires in satellite images, high-
lighting both the significant advances and the identified
limitations. The purpose is to identify specific areas of
controversy and gaps in current research to highlight
future research opportunities. In line with these objec-
tives, the research questions focus on the effectiveness of
CNN models under different environmental conditions,
their ability to detect fires in early stages, and their
adaptability to various geographic regions.

As this is a short narrative review article, a careful
selection of high-quality articles was made, justified by
the need to provide readers with a meaningful assess-
ment of the current state of research on CNNs for fire
detection. By focusing on the most influential works,
a more direct and concise analysis of trends, challenges
and opportunities in the field of wildfire detection using
CNN can be provided.

In terms of structure, Section 2 will explain the pro-
cess for selecting articles. Next, Section 3 will critically
review the existing literature, highlighting the main
findings, limitations and areas of controversy. Subse-
quently, Section 4 will discuss the implications of the
review and possible future research directions in this
emerging and vital field. Finally, in Section 5 the con-
clusions of the work are presented in a brief and concise
manner.

2. Methodology

The methodology used in this review is essential to es-
tablish the scope, breadth and depth of the research. To
ensure a comprehensive and rigorous search of the rel-
evant literature, two search engines were mainly used:
Google Scholar and Semantic Scholar. These platforms
were selected due to their extensive repository of aca-
demic articles in various disciplines. Additionally, these
platforms are recognized for their comprehensive index-
ing, user-friendly search capabilities, and integration
with a wide range of academic journals.

The search began with the determination of the
following keywords: “multispectral”, “satellite”, “im-
ages”, “convolutional”, “neural”, “networks”, “wild-
fire”, “detection” and “forest”. These keywords were
used in combinations to form search terms using
Boolean operators (only in the case of Google Scholar).
Only those published within the last 5 years were con-
sidered, ensuring a balance between seminal works and
contemporary ideas and the following search terms were
used in the first week of March 2024:

1. “multispectral satellite images” AND “convolu-
tional neural networks” AND “wildfire detec-
tion”, which returned 11 results in Google Scholar
and 1530 in Semantic Scholar.

2. “multispectral satellite images” AND “convolu-
tional neural networks” AND “forest fire detec-
tion” which returned 12 results in Google Scholar
and 390 in Semantic Scholar.

In this way, a total result of 1922 articles was obtained
in our search.

Inclusion criteria were strict to ensure a high stan-
dard of quality and relevance. The search was limited to
journals indexed in the Journal Citation Reports (JCR),
specifically those classified as Q1 or Q2, which repre-
sent higher quality in the field. Also, the scope was
limited to works written in English. In addition, works
were sought that reached at least 10 citations per year,
reflecting their impact and recognition within the aca-
demic community. This approach ensured the inclusion
of articles of high quality and relevance to the review.

The initial search returned a volume of 1922 articles
between the two search terms, which were then filtered
using the criteria mentioned above and shown in Figure
1. The approach was to filter these articles considering
their relevance, citation count, and their quartile.

Of the 1922 initial articles, 1871 published articles
whose title and abstract were not related to the topic
were discarded, leaving 51. Then, 31 articles that did
not belong to journals were discarded, leaving 20 arti-
cles. Of these, all were in English and were within the
thematic scope of the research. One that had less than
10 citations per year and 5 that were not indexed in JCR
were removed. This process reduced the list to 14 arti-
cles that met all inclusion criteria and were considered
the most relevant and highest quality for the review.
All these articles were published in journals belonging
to Q1 or Q2. Table 1 shows the list of the final filtered
articles.

The obvious limitation of the selection approach
used was the rigor of the process, a decision made to
maintain a simplified narrative and focus exclusively on
the most innovative and highly cited research. While
this methodology allows for a concise overview, it may
omit certain relevant studies that did not meet strict
criteria or that offer alternative or more nuanced per-
spectives. The potential for such omissions underscores
the importance of the research, beyond what this re-
view has encapsulated. Furthermore, an additional lim-
itation was the large number of works in the results,
which led to filtering only articles from the beginning,
simplifying the process, but potentially omitting rele-
vant studies that did not fit the search criteria. Despite
these limitations, the applied methodologies and the se-
lected literature constitute the foundation on which this
work is based.

3. Thematic Overview

This analysis identifies several key themes within the
detection of forest fires from images, with special atten-
tion to satellite data, due to its scope and large-scale
monitoring capacity. Three main detection approaches
are recognized based on the origin of the images used in
the training models: ground, aerial and satellite detec-
tion. Although this article focuses on satellite detection,
a brief review of ground and airborne approaches is also
included to provide a comprehensive perspective.

Within satellite detection, studies are organized
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Table 1. The final list of articles used in this review, including information for title, journal, year of
publication and citation.

Title Journal Year Citation

Wildfire detection using transfer learning on aug-
mented datasets

Expert systems with applications 2020 [5]

A forest fire smoke detection model combining
convolutional neural network and vision trans-
former

Frontiers in Forests and Global Change 2023 [6]

Forest fire detection in aerial vehicle videos using
a deep ensemble neural network model

Aircraft Engineering and Aerospace Technology 2023 [7]

A Small Target Forest Fire Detection Model
Based on YOLOv5 Improvement

Forests 2022 [8]

Forest-fire response system using deep-learning-
based approaches with CCTV images and weather
data

IEEE Access 2022 [9]

Active Fire Detection from Landsat-8 Imagery
Using Deep Multiple Kernel Learning

Remote Sensing 2022 [10]

Active Fire Detection Using a Novel Convo-
lutional Neural Network Based on Himawari-8
Satellite Images

Frontiers in Environmental Science 2022 [3]

Comparative Research on Forest Fire Image Seg-
mentation Algorithms Based on Fully Convolu-
tional Neural Networks

Forests 2022 [11]

A deep learning model using geostationary satel-
lite data for forest fire detection with reduced de-
tection latency

GIScience & Remote Sensing 2022 [12]

Super-Resolution Reconstruction of Remote Sens-
ing Data Based on Multiple Satellite Sources for
Forest Fire Smoke Segmentation

Remote Sensing 2023 [13]

Autonomous Satellite Wildfire Detection Using
Hyperspectral Imagery and Neural Networks: A
Case Study on Australian Wildfire

Remote Sensing 2023 [14]

Wildfire Detection Using Convolutional Neural
Networks and PRISMA Hyperspectral Imagery A
Spatial-Spectral Analysis

Remote Sensing 2024 [15]

Uni-temporal Sentinel-2 imagery for wildfire de-
tection using deep learning semantic segmentation
models

Geomatics, Natural Hazards and Risk 2023 [16]

Investigating the Impact of Using IR Bands on
Early Fire Smoke Detection from Landsat Im-
agery with a Lightweight CNN Model

Remote Sensing 2022 [17]
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Figure 1. Diagram of the selection process showing the different stages of identification, screening, eligi-
bility and inclusion, filtering from 1922 articles to the final 14 considered in this review.

around three main themes: 1) development of active fire
detection models using convolutional neural networks
(CNN), which take advantage of satellite data of dif-
ferent spatial and temporal resolutions; 2) comparison
and improvement of forest fire image segmentation algo-
rithms, exploring the use of fully convolutional models
for accurate fire and affected area detection; and 3) use
of geostationary satellite data to minimize latency in fire
detection, optimizing early response through high tem-
poral resolution images. Additionally, advanced high-
resolution remote sensing image reconstruction and seg-
mentation methods for detecting smoke in wildfires, and
the use of hyperspectral imagery to improve the accu-
racy of fire detection models, are discussed. These top-
ics cover the most recent and sophisticated approaches
to spatial and spectral analysis of data, contributing to
the accuracy and reliability of detection.

3.1 Types of images for forest fire detection

Forest fire detection using images is divided into three
forms depending on the source of the data: satellite,
aerial and ground detection. Aerial images, taken from
manned or unmanned aircraft (UAV), offer high spa-
tial resolution, allowing specific areas to be observed
in great detail. Its flexibility to fly over specific areas
is an advantage, although its coverage is more limited
compared to satellite images. Terrestrial imaging, on
the other hand, allows for constant monitoring of the

monitored area, as the cameras can operate without in-
terruptions, although they are restricted to the places
where they have been physically installed, thus provid-
ing a more limited range in relation to the others. types
of images.

The satellite form of detection allows large areas of
land to be covered, although, unlike terrestrial detec-
tion, it does not have fixed cameras to continuously
monitor the same site due to the orbit of the satel-
lites, which leaves an interval between images of the
same place depending on the temporal resolution of the
satellite. Satellites commonly used for creating datasets
include Landsat-8, Himawari-8, PRISMA, VIIRS, and
Sentinel-2. High spatial resolution satellites, such as
Landsat-8 and Sentinel-2, allow smaller-scale fire detec-
tion, while high temporal resolution satellites, such as
Himawari-8, facilitate early detection thanks to their or-
bits with reduced revisit time [10]. The satellites gener-
ate multispectral images (Landsat-8, Sentinel-2, VIIRS,
Himawari-8) and also hyperspectral images (PRISMA).
The difference between these types lies in the number
of bands: multispectral images contain a small num-
ber of bands that cover wide ranges of the electro-
magnetic spectrum, while hyperspectral images, such as
those from PRISMA, can contain up to 230 finer bands
[15, 3, 10].
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3.2 Moments of detection in the fire cycle

It is possible to define different approaches for fire detec-
tion, divided into three categories according to the time
of the fire in which the detection is carried out: early,
active and post-fire detection. Early detection is gener-
ally related to smoke detection, as satellite sensors of-
ten identify smoke before fire, since smoke spreads more
quickly and fire detection is based on infrared bands.
These bands allow the temperature of the Earth’s sur-
face to be captured, although the flames are required to
have a minimum size, determined by the spatial resolu-
tion of the sensor [6]. Post-fire detection, on the other
hand, focuses on identifying damaged areas after the
fire.

3.3 Detection models based on Deep Learning

Deep learning (DL) is generally used as an improve-
ment over threshold-based methods, as CNNs allow for
more accurate pattern detection. Because wildfire de-
tection using CNN is a recent approach, there are few
large-scale datasets specifically designed for training fire
detection models in the literature. Therefore, it is com-
mon for studies where models are proposed to generate
their own datasets by labeling the phenomenon to be
detected, such as smoke, fire, and burned areas.

These datasets are mostly designed for segmenta-
tion models, where detection is done at the pixel level,
that is, each pixel of an image is labeled as a specific
class, either in multiclasses or binary classes. There are
also models where detection is done at the scene level
[17, 6, 3, 10], so the label is applied to the entire image.
Pixel-level detection allows you to observe the shape of
the fire and its edges with greater precision. The input
characteristics of the CNNs include reflectance values
of the bands of each satellite, which vary depending
on the radiometric resolution. Although the character-
istics used in each model depend on the approach, in
general spectral characteristics (band data) are used,
and in some cases temporal characteristics (multitem-
poral band information) applicable to early detection.
These datasets come from diverse regions, from small
areas within a country [17, 16, 3] to global data sets
with images of fires on multiple continents [10].

Regarding the architectures used, a wide variety of
technologies and modules are observed, ranging from
simple CNN architectures to hybrid models that com-
bine CNN with Vision Transformer (ViT). Techniques
such as multiscale convolution, residual edges, depth-
separable convolution, inverted residual blocks, and spa-
tial and channel attention modules have been used. Spe-
cialized architectures such as U-Net, ResNet, LinkNet,
DeeplabV3, and Inception, among others, have also
been identified. Models with lower parametric complex-
ity, known as lightweight models, allow inferences to be
carried out with lower latency, being suitable for early
detection approaches [17, 6].

CNNs have limitations in their generalization ca-
pacity related with smoke [6], which has motivated the
development of hybrid models such as SR-Net [6]. This

model combines CNN and ViT to take advantage of
both approaches and improve smoke detection. The
training is carried out with true color images from the
Himawari-8 satellite, which has a very high temporal
resolution, ideal for early detection of fires. This model
has been shown to be computationally more efficient
and stable compared to other reference models, such
as AlexNet, MobileNet, GoogLeNet and ResNet50, im-
proving both adaptability and stability, evaluated using
activation techniques such as Gradient-weighted Class
Activation Mapping.

3.4 Optimization and improvement of detec-
tion models

The use of the visible spectrum bands (Red, Green,
Blue) may not be sufficient to differentiate smoke from
other aerosols in the atmosphere, which can lead to false
alarms; Therefore, the use of infrared (IR) bands to im-
prove the accuracy of smoke detection is common in
the literature. It has been shown that the combined in-
formation from the IR bands can significantly increase
the detection accuracy. An example is the lightweight
VI SD model, which performs scene-level classification
[17], using a simplified but efficient structure, with spa-
tial and channel attention modules that highlight rele-
vant features. In addition, it incorporates residual mod-
ules to improve model learning. This model was com-
pared with other state-of-the-art models, such as Smo-
keNet, SAFA, and Inception-ResNetV2, showing com-
petitive performance with fewer parameters. When an-
alyzing the contribution of the IR bands, it was found
that the inclusion of the NIR band improved the model
performance, while other band combinations yielded
variations in the model accuracy.

[3] also uses images from the Himawari-8 satellite to
demonstrate the potential of multiscale convolution and
residual structures in fire detection efficiency. A CNN
model called FireCNN is proposed, designed for real-
time detection of forest fires. Classification is performed
at the pixel level using a fully connected layer, similar
to SimpleCNN, which processes and fuses features from
multiple scale modules to calculate the probability that
a pixel belongs to a fire, using Softmax. This approach
optimizes the accuracy of wildfire detection by analyz-
ing features at multiple scales, evidencing the effective-
ness of FireCNN in accurate fire detection.

Multiscale convolution has been integrated into
other architectures, such as Multiscale-Net, proposed
in [10]. Multiscale-Net also uses different dilation rates
and is trained with Landsat-8 images of various conti-
nents, allowing it to cover a variety of geographic scenar-
ios and environmental conditions, ensuring the general-
ization and robustness of the model. Architectures like
U-Net and FCN are also used in image segmentation;
The encoder part of these architectures extracts features
and generates lower resolution maps, while the decoder
part produces segmentation masks. These masks in-
tegrate information from both intermediate and initial
layers, combining local and global details to avoid the
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loss of important information and improve segmentation
accuracy.

The inclusion of temporal information in model
training has been shown to be relevant to improve early
fire detection. The study in [12] explores latency reduc-
tion in wildfire detection using time series data from the
Himawari-8 satellite, compared to MODIS and VIIRS.
Three types of input features were evaluated: spectral,
temporal and spatial, in regions of South Korea, North
Korea and China. After classification, post-processing
was applied to eliminate false alarms, using thresholds
based on MODIS land cover ratios, helping to optimize
the overall accuracy of the model.

Although Landsat-8 does not have high temporal
resolution, its images are also useful in early detec-
tion, as the study by [13] shows. This work focuses on
improving smoke detection in images from the VIIRS
sensor, which has limited spatial resolution compared
to sun-synchronous orbit satellites such as Landsat-8.
To address this limitation, a CNN designed for super-
resolution reconstruction of VIIRS images was used, in
order to obtain high temporal and spatial resolution
images. The CNN performs the super-resolution re-
construction, while the Smoke-Net network is respon-
sible for segmenting the smoke in the enhanced images.
Matched Landsat-8 and VIIRS images were used and
groundtruth images were manually labeled. The VI-
IRS RGB images were adapted to the Landsat-8 RGB
domain using a CycleGAN, allowing their reconstruc-
tion in super-resolution. The enhanced VIIRS images
were then used for smoke segmentation with Smoke-
Net, showing performance close to that of the original
Landsat-8 images.

Detection latency plays a crucial role in early fire
detection, and may depend on satellite orbit, model in-
ference time, and image acquisition. To address this
challenge, [14] proposes to obtain only sensing data from
satellites instead of all sensor data. In this context, they
developed and trained an optimized CNN for deploy-
ment on reliable autonomous satellites (TASO), adjust-
ing its complexity to meet onboard processing require-
ments. A one-dimensional CNN (1-DCNN) proved to be
effective for wildfire classification and, after evaluating
various hardware options, the model was implemented
on data processing devices on the satellite itself. This
approach promises to significantly improve response ca-
pacity in natural disaster management.

3.5 Limitations and challenges in forest fire de-
tection

Regarding the PRISMA satellite, there is a lack of suit-
able datasets for training segmentation models, which
led [15] to manually create a dataset with the objec-
tive of evaluating the generalization capacity of four
models. The models, which shared a basic structure
of three hidden layers and an output layer with soft-
max for classification into seven classes, varied in com-
plexity depending on their inputs. Although all models
achieved good results in terms of accuracy, those that

incorporated spatial information (neighboring pixels) in
the input layer showed greater robustness and a lower
false alarm rate.

Of the articles used in the review, the only recent
study that has used data from the Sentinel-2 satellite
is that of [16], in which several CNN models for seman-
tic segmentation are compared. 14 models based on
five encoder-decoder architectures were evaluated, in-
cluding variations with encoders such as MobileNet and
versions of ResNet. Among these, the U-Net model with
ResNet50 as encoder showed outstanding performance
and was selected for the creation of a pre-trained model
using the Keras library. This model was evaluated with
images of forest fires from several countries in climatic
conditions similar to those of Turkey between 2021 and
2022, facing the challenge of adapting its performance
to diverse conditions and the lack of specific datasets.

The accurate detection of forest fires is crucial for
the prevention and mitigation of this natural disaster,
the lack of datasets is a problem that not only affects
satellite detection, this does not allow the training of
sufficiently robust models. Although the images used
for this type of detection are different from satellite im-
ages, which generally cover a large amount of space,
they are designed to detect fires on a smaller scale and,
therefore, are better in that regard than satellite detec-
tion but having limitations in the territory covered. In
general, this field is relatively more advanced, such as
the complexity of the architectures used, but they are
more focused on active detection.

Two recent studies address this challenge from com-
plementary perspectives. [5] highlights the scarcity of
large-scale databases with real fire images, proposing an
approach based on transfer learning combined with data
augmentation techniques. This study used databases
from Portugal and Corsica to retrain the Inception-v3
model, previously trained on ImageNet, in order to im-
prove its performance in image-level fire detection us-
ing binary classification. Limitations were identified, in-
cluding classification errors due to specific patterns and
problems of reduced spatial scales, thus recommending
a multiclass formulation and the consideration of con-
secutive frames to improve reliability. The second study
[8], also uses transfer learning to overcome the limitation
of a small dataset, focusing on improving the YOLOv5
model for real-time detection of forest fires. Tweaks
include replacing the SPPF module with SPPFP to im-
prove global information retention and adding a CBAM
attention module, among other structural changes, opti-
mizing multi-scale feature fusion. Although the system
faces challenges such as false positives, proposed future
optimizations could improve its real-time performance
and applicability, especially for applications in drones
or helicopter-mounted cameras.

A promising approach to improve fire detection ac-
curacy is the use of deep neural network ensemble mod-
els, as proposed by [7]. In this study, an ensemble
model was developed that combines four CNN models
(Faster R-CNN, RetinaNet, Yolov2 and Yolov3) trained
on the Corsica fire dataset, using data augmentation
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techniques to optimize performance. The model fuses
the outputs of all four networks to improve fire detec-
tion accuracy, leveraging the strengths of each individ-
ual model. Although this approach notably improves
accuracy, it was observed that each combination variant
is more effective under certain specific conditions and
that high computational complexity represents a ma-
jor barrier to its real-time implementation on resource-
limited platforms. However, the results suggest that the
improvement in precision justifies the use of an ensem-
ble model, especially in critical situations where early
detection is key to preventing fire expansion.

Recently, the literature has begun to analyze in de-
tail some cutting-edge architectures in fire detection,
since these play a crucial role in extracting features from
images, directly impacting the accuracy and efficiency of
the model. Studies have shown that the choice of back-
bone can significantly influence model performance, as
evidenced by research by [11] and [9]. In [11], a com-
parison was performed between four semantic segmen-
tation networks to evaluate which is more effective in
distinguishing between flame and forest background pix-
els in images captured by UAV. To improve generaliza-
tion, data augmentation, random noise, and variations
of environmental conditions were applied. The mod-
els evaluated included architectures such as FCN, U-
Net, PSPNet and DeepLabV3+, tested with two back-
bones: VGG16 and ResNet50. Although similar per-
formances were observed, the choice of ResNet50 as the
backbone proved to be more effective overall, despite
its higher computational complexity, which represents
a challenge in terms of efficiency and applicability in
resource-limited environments.

A modified Faster R-CNN architecture is proposed
in [9], using DetNAS, a variant of Neural Architecture
Search (NAS) for object detection networks. NAS is
an automated method that searches the space of possi-
ble architectures to find the most suitable one for spe-
cific tasks, without relying exclusively on manual de-
sign. This study used DetNAS to identify an optimal
backbone in the Faster R-CNN architecture, obtaining a
lightweight model suitable for real-time detection. The
resulting architecture was compared with others, such
as ResNet, VoVNet and FBNetV3, the latter also based
on NAS. The application of NAS for architectural opti-
mization represents progress, although the model con-
tinues to face real-time implementation challenges in
environments with limited computational resources.

As a conclusion to this section, the topics presented
show a comprehensive overview of current techniques
and approaches in forest fire detection using images. As
part of the review of the different topics, the different
types of images used (terrestrial, aerial and satellite),
temporal detection approaches, as well as advances and
improvements in the accuracy of the models through op-
timized architectures and the use of multispectral and
hyperspectral bands. Although these techniques have
allowed notable progress, challenges persist, particularly
regarding the availability and quality of datasets, com-
putational limitations, and the generalization capacity

of models in different contexts and environmental condi-
tions. These discussion points will be discussed further
in the next section.

4. Discussion

In this study, a comprehensive literature review has
been carried out to evaluate the performance and scope
of CNNs in detecting forest fires using satellite images.
In addition, we sought to identify the most effective
model among those reviewed. The importance of this
review lies in the growing interest in improving the ac-
curacy and speed of fire detection, considering that pre-
vention and early response are essential to mitigate the
environmental and economic damage caused by forest
fires. Although satellites offer significant advantages
in coverage and cost, their spatial and temporal reso-
lution can limit early detection, especially for smaller-
scale fires. Satellite images, in particular, face the re-
striction of discontinuous coverage, where detection de-
pends on the temporal resolution of the satellite and the
sensitivity of its spectral bands. For example, detecting
low-intensity fires may require satellites with high radio-
metric resolution, something that is not always available
in current satellite orbits. This study also examines
how DL techniques, such as CNNs, are beginning to
overcome some of these limitations, proposing improve-
ments in accuracy and responsiveness through advanced
techniques such as spectral band combining and the use
of hybrid architectures to address specific challenges of
smaller-scale fires and in areas of high geographic diver-
sity.

The results of the review indicate that CNNs have
shown strong performance in fire detection at both the
pixel and scene levels, as shown in Table 2. Although
the models achieve good accuracy scores, these largely
depend on the difficulty of the classification task and the
characteristics of the dataset. The review reveals a clear
limitation in terms of the lack of large-scale datasets,
which prevents a robust evaluation of the generaliza-
tion ability of the models. For example, in [15]’s study,
the small size of the dataset, limited to images from
high-biodiversity places like Australia, Sicily, and Ore-
gon, resulted in a 20% drop between the test set metrics
and the training set. This finding highlights the need
for larger datasets that include greater geographic and
seasonal variability for adequate evaluation and robust-
ness of the models. Likewise, although no reduction
in performance was observed in [14], the test set was
composed of data obtained from a single image, which
represents a considerable limitation, since it does not
reflect all the variability of the patterns of forest fires
in different environments and climates. These examples
highlight the importance of expanding and diversifying
datasets to improve the reliability of models in practice.

Among the high temporal resolution satellite
datasets, those developed from Himawari-8 images
stand out, with studies such as [6, 3, 12, 14] and [15]
taking advantage of their high temporal frequency for
the early detection. These sets offer the advantage of
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Table 2. Comparison of technologies used in CNN models for forest fire detection.

Model Metrics Technology Focus Level

MultiScale-Net [10] F1: 91%, IoU: 84.54% U-Net, multiscale Active, Fire Pixel
SR-NET [6] Recall: 97%, F1: 95% CNN, ViT, multi-head

attention
Early, Smoke Scene

FireCNN [3] Precision: 0.998, Recall:
0.999

Multiscale, Fully Connected Active, Fire Pixel

SN [12] F1: 0.74 Classic CNN, Fully
Connected

Early, Fire Pixel

Smoke-Net [13] IoU: 0.742 Residuals, attention, layer
skip

Active, Smoke Pixel

1-DCNN [14] Accuracy: 97.83% Classic CNN, Fully
Connected

Damage/Active, Fire/Smoke Pixel

3DCNN [15] Average Accuracy: 0.68 3D Input, Classic CNN Damage/Active, Fire/Smoke Pixel
SN [16] IoU: 97.98% U-Net, ResNet50 Damage, Burned Area Pixel
VIB SD [17] Accuracy: 93.57% Spatial attention, channel,

residuals
Early, Smoke Scene

continuous coverage over time, although they present
limitations in their spatial resolution that restrict their
applicability in the detection of smaller-scale fires. In
[6], 4,000 images of fires in China and Australia were
used to classify between clouds and smoke, while the
dataset in [3] focused on specific provinces in China,
using the full disk product Himawari-8 L1. Prepro-
cessing in [12], on the other hand, incorporated mul-
tiple thermal infrared bands (bands 7, 12, 13, 14, and
15) to improve accuracy by calculating the Brightness
Temperature (BT). These variations in datasets reveal
the need to choose resolution and features based on the
specific geographic and temporal conditions of each fire
scenario.

Higher spatial resolution datasets come from satel-
lites such as Landsat-8 and Sentinel-2, and are espe-
cially useful for active detection and post-fire analy-
sis. However, some studies have also used them in
smoke-based early detection, such as in [13]. The lat-
ter is one of the largest sets, both in number of im-
ages and geographical coverage, although its temporal
resolution limits its usefulness in real-time detection.
In [17], an Australian-specific dataset was developed,
based on Landsat multispectral imagery and processed
by NBART, ideal for segmentation of burned areas.
On the other hand, [16] focused on images of Türkiye
with Sentinel-2, focused on evaluating post-fire effects
through 21,690 images from 13 bands. These sets al-
low for detailed segmentation, but being geographically
limited to regions such as Australia and Turkey, their
global applicability is lower compared to global datasets
such as [10]. The latter used Landsat-8 to build a global
dataset, although its labels were generated algorithmi-
cally and not manually, which could affect the accuracy
of the segmentation.

Both sets, being limited to specific regions such as
Australia and Turkey, offer less global applicability com-
pared to other datasets such as the one presented in
[10], which takes advantage of the global coverage of

Landsat-8 to develop a set of data spanning all conti-
nents. This set employs the SWIR2, SWIR1 and Blue
bands, highlighting the sensitivity of SWIR2 to radia-
tion emitted by fire, and employs the Active Fire Index
to highlight fire areas while reducing smoke interference.
However, this dataset was labeled using algorithms, in
contrast to the manual labeling used in the other stud-
ies, which could affect the accuracy of pixel-level seg-
mentation.

One of the common challenges in pixel-level datasets
is class imbalance due to the size of fire-affected areas
compared to the background. This makes it necessary
to use specific metrics such as F1 score and IoU (In-
tersection over Union) to properly evaluate the perfor-
mance of models on imbalanced datasets and precise
segmentation.

In terms of architecture, most of the models re-
viewed use traditional CNN structures, and those that
do not use them still achieve similar performance met-
rics, as seen in Table 3. This suggests that current ar-
chitectures may be sufficient for the available datasets,
although not necessarily optimized for complex con-
ditions. Among the models analyzed, FireCNN and
Multiscale-Net stand out. FireCNN, designed for real-
time detection, achieved near 100% accuracy. However,
this performance was evaluated in a very limited study
area, centered on southern China, and was not validated
in multiple contexts, raising questions about its gener-
alizability. In contrast, Multiscale-Net, which used a
large and diverse dataset (including images from dif-
ferent continents), achieved an IoU metric of 84.54%,
demonstrating a high capacity to adapt to variability in
fire patterns and environmental conditions. This archi-
tecture makes use of multi-scale dilation and convolu-
tion rates, allowing it to detect fires of different scales
and improve its accuracy compared to standard CNN
networks.

However, the effectiveness of these models remains
limited by the quality and diversity of the available
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Table 3. Datasets used in CNN models for forest fire detection.

Model Period Private Region Satellite Size Bands Label

SR-Net [6] 2015-2022 Yes CN, AU Himawari-8 4,000 RGB Manual, Smoke
Multiscale-Net [10] 2020 No Global Landsat-8 150,000 SWIR1,

SWIR2, Blue
Algorithms, Active
Fire

FireCNN [3] 2020 Yes CN Himawari-8 5,469 1-16 Manual, Active
Fire

SN [12] 2015-2019 Yes KR, CN Himawari-8 2,157 7, 12, 13, 14,
15

Himawari Wild
Fire L2

Smoke-Net [13] 2016-2020 Yes SA, AS,
SIB, AU,
NA

Landsat-8 54,270 RGB, SWIR2,
TIRS1

Manual, Smoke

1-DCNN [14] 2016-2020 No AU PRISMA 259 px RGB, SWIR2,
TIRS1

Manual,
Fire/Burned
Area

3DCNN [15] 2019-2021 No AU, US,
IT

PRISMA 593 px 1-230 Manual,
Fire/Burned
Area

SN [16] 2019-2021 Yes TR Sentinel-2 21,690 1-12 Manual, Fire
VIB SD [17] 2010-2020 Yes AU Landsat 5.8 1.836 RGB, NIR,

SWIR1,
SWIR2

Manual, Smoke

datasets. In particular, it is noted that the lack of large-
scale datasets and the difficulty in obtaining satellite
images with high spatial and temporal resolution limit
the evaluation and improve the generalization of these
models. Studies using additional spectral bands, such
as infrared (IR), have shown improvements in fire detec-
tion accuracy. In the case of VI SD, for example, the
addition of the NIR band increased accuracy by 6%,
while other combinations of IR bands decreased perfor-
mance, highlighting the need to carefully select the most
suitable spectral bands. However, the problem of spec-
tral similarity between smoke and other aerosols, such
as clouds or dust, has not yet been completely resolved,
and continues to cause false alarms, although to a lesser
extent with the use of combined bands.

The findings of this review present significant im-
plications for research and practice. The effectiveness
of CNNs in detecting wildfires suggests that these tech-
niques can be integrated into real-time satellite monitor-
ing systems for early warnings. CNN-based models can
also improve accuracy in post-fire damage assessment,
which is critical for recovery planning and prevention
of future fires. However, to maximize the benefits of
these technologies, it is essential to address limitations
such as the spatial and temporal resolution of satellites
and explore onboard processing solutions, which can re-
duce detection latency. The implementation of models
in hardware accelerators, as demonstrated in [14], is a
step forward in this direction. Additionally, multi-class
datasets represent a considerable challenge, as they re-
quire precise and detailed labeling. To resolve the lack
of these sets, it is necessary to explore more efficient
labeling methods, such as the large-scale dataset gener-
ation algorithm used in [10].

To maximize the benefits of these models, it is es-
sential to address current limitations related to the spa-
tial and temporal resolution of satellites, and explore
onboard processing to reduce detection latency. Mod-
els such as [14]’s 1-DCNN, implemented on hardware
accelerators such as Intel Movidius NCS-2 and Nvidia
Jetson Nano, have shown that on-board data process-
ing is a viable possibility and could significantly reduce
processing times. answer. As for datasets, multiclass
datasets have proven to be considerably more complex
to classify than binary datasets, due to the greater pre-
cision required in labeling, as seen in Table 3. Datasets
such as [15], which uses PRISMA images from multi-
ple geographic regions, have revealed up to a 20% drop
in accuracy between training and test sets, underscor-
ing the importance of having datasets larger and more
diverse.

Furthermore, the useful life of satellites and their
orbits directly limit the amount and coverage of data
available for fire detection, a fundamental aspect for the
development of more robust and generalizable models.

Compared to previous studies, this review high-
lights significant progress in the accuracy and ro-
bustness of CNN models applied to wildfire detec-
tion. While previous research focused on threshold-
based methods or algorithms with low generalizabil-
ity, the studies reviewed here demonstrate that com-
bining multiple spectral bands—including the use of
infrared bands and hyperspectral imaging experiments
such as PRISMA—together With the use of various ad-
vanced CNN features and architectures, it enables more
accurate and faster fire detection. These approaches
have overcome several of the shortcomings of traditional
methods, such as the difficulty in setting appropriate
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thresholds under changing conditions and the high rate
of false alarms that resulted from these approaches.
However, significant challenges remain, particularly in
terms of data quality and the generalizability of models
to different geographic contexts. Studies such as [15]
have revealed that models that integrate spectral data
and spatial information from neighboring pixels can im-
prove accuracy, although only partially, over varied ge-
ographic regions.

Regarding model architectures, although in terres-
trial and aerial detection it has been mentioned that it
is advisable to try models specifically designed for re-
mote sensing applications, it could also be beneficial to
explore architectures developed in other areas, such as
medical image processing or computer vision in general,
which could provide advanced techniques in terms of
precision and sensitivity. Additionally, techniques such
as neural architecture search (NAS), ensemble models,
or transfer learning could optimize model performance
more efficiently than manual optimization. In studies
such as [9], where NAS was used to optimize a Faster
R-CNN architecture in the detection of different types of
smoke, an improvement in accuracy and greater adapt-
ability to different conditions was observed, indicating
that this approach could be relevant to improve robust-
ness in forest fire detection.

Despite the progress made, this review also reveals
several limitations in using CNN for wildfire detection.
One of the main limitations is the need for large la-
beled datasets to train these models, which is expensive
and laborious to build. In several studies, such as [15],
the lack of sufficiently diverse data led to a significant
drop in model performance, revealing a 20% decrease in
accuracy between the test and training set when data
was insufficient. Furthermore, the generalizability of
the models remains a challenge, especially when applied
in different geographic regions or under varying envi-
ronmental conditions. For example, models developed
with data from a specific region, such as those from [3] in
southern China, may show decreased performance when
applied in scenarios with different vegetation or climatic
conditions. Another important limitation is the latency
in detection, which may be related to the limited spa-
tial resolution of some satellites and the time required
to process and transmit the images to Earth, reducing
the effectiveness in early detection of fires in real time.

Additionally, the complexity of remote sensing im-
agery, which typically covers large areas with lower pixel
density compared to smaller-scale imagery, and com-
plex backgrounds with different vegetation types or ge-
ographic structures, pose additional challenges for ac-
curate fire classification. Although ground and aerial
detection faces the same problem of lack of datasets,
the creation of these is usually relatively simpler com-
pared to satellite remote sensing, which requires experts
who can interpret the complex spectral signatures cap-
tured by the satellite sensors. This advantage in data
collection for ground and airborne methods could allow
for more rapid progress in these areas, suggesting that
it would be beneficial to closely monitor these develop-

ments and adapt, where possible, the advances made to
satellite detection to improve its performance in prac-
tice.

Based on the identified limitations, it is recom-
mended that future research focus on the development
of more robust models that can generalize better in dif-
ferent contexts and environmental conditions. This is
especially relevant considering previous studies, such as
[15] and [14], which highlighted how variability in ge-
ographic conditions affects the performance of models
trained in specific regions. Additionally, it would be
beneficial to explore hybrid approaches that combine
CNN with other machine learning or image processing
techniques, such as transformer-based learning, to im-
prove accuracy and reduce false alarms in different en-
vironments. Future research should also focus on the
use of hyperspectral imaging, which could offer signifi-
cant advantages in the detection of active fires and in
the differentiation of complex spectral signatures, since
hyperspectral images contain up to 230 bands, as in
PRISMA [15] , providing critical spectral details.

Likewise, it is crucial to encourage the creation and
access to larger and more diverse datasets, as well as the
development of technologies that enable data processing
on board satellites, thereby reducing latency and im-
proving real-time response capacity. To solve the prob-
lem of missing datasets, it is necessary to explore faster
and more accurate labeling methods, such as the one
used in [10], which used an algorithm to create a large-
scale dataset automatically. This method is promising
for multiclass datasets, especially if applied to hyper-
spectral images, as suggested by [12], achieving perfor-
mance improvements by incorporating a combination of
IR and RGB spectral bands.

Furthermore, domain adaptation could be a viable
solution to address the lack of specific datasets, allow-
ing the transfer of knowledge from one domain (e.g., im-
ages from one satellite) to another (images from another
satellite), thus improving the ability of the model to
generalize in different scenarios. Creating datasets with
similar characteristics, from satellites such as Landsat-
8 and Sentinel-2, along with domain adaptation, could
result in more robust and accurate models for fire de-
tection. It would be extremely beneficial for future re-
search to make their datasets public, since, as seen in
Table 3, most of these are private. The availability of
these ensembles would not only allow for more com-
plete evaluations and comparisons between models, but
would also help mitigate the problem of missing data for
wildfire detection. Once this obstacle is overcome, re-
search could focus on comparing and optimizing specific
models for active detection or remote sensing, seeking
the optimal architecture for each type of detection.

The review conducted demonstrates that CNNs
have considerable potential in wildfire detection using
satellite images, although they still face significant chal-
lenges, especially in terms of generalization and data
availability. Recent advances, such as the combination
of multiple spectral bands (including infrared and hy-
perspectral bands) and the development of advanced ar-
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chitectures, such as FireCNN and Multiscale-Net, have
improved detection accuracy and capability. However,
maximizing the impact of these technologies in practi-
cal applications requires overcoming current limitations,
such as the need for large labeled datasets and detection
latency. Future studies should focus on the development
of robust and diversified datasets, the use of hybrid ap-
proaches that integrate various DL techniques, and the
implementation of processing on board satellites. These
strategies can improve the accuracy and speed of de-
tection, allowing a more effective and timely response
to forest fires and their mitigation. Ultimately, these
efforts will solidify the role of artificial intelligence in
environmental conservation.

However, to maximize the impact of these tech-
nologies in practical applications, it is crucial to ad-
dress current limitations, such as reliance on large la-
beled datasets and latency in detection. Future re-
search should focus on creating more robust datasets,
developing hybrid approaches that integrate various DL
techniques, and deploying models with onboard satellite
processing. These strategies can not only improve the
accuracy and speed of fire detection, but also enable a
more effective and timely response in wildfire manage-
ment and mitigation.

Early detection of wildfires using satellite imagery
and CNN offers an invaluable tool for protecting ecosys-
tems and communities. Although technology has ad-
vanced significantly, the real challenge lies in achieving
models that are robust, accurate and scalable in real
environments. Addressing current limitations and pro-
moting access to open datasets will not only strengthen
emergency response capacity, but will also enable the
full potential of artificial intelligence in environmental
conservation and protection.

5. Conclusion

This work has reviewed the state of the art in forest fire
detection using CNN using satellite images. Although
CNNs have proven to be powerful tools for fire classi-
fication at the pixel and scene level, their effectiveness
largely depends on data quality and availability. The
integration of multiple spectral bands, including hyper-

spectral bands, has improved detection accuracy; how-
ever, significant challenges remain related to generaliz-
ability and latency in real-time detection.

The findings of this review underline the relevance of
CNNs not only in academic research, but also in prac-
tical applications, such as real-time monitoring, with
direct impact on wildfire response capacity. Improve-
ments in precision and speed of detection offer the pos-
sibility of transforming prevention and response strate-
gies, promoting the development of policies that pro-
mote the use of advanced technologies in the manage-
ment of natural disasters.

The field of remote sensing fire detection is still
emerging and faces important limitations, such as the
need for large-scale labeled datasets and the difficulty
of generalizing models in diverse geographic contexts.
These limitations reflect the need to improve both the
quality and availability of data and explore new tech-
niques, such as the use of NAS and Ensemble Models in
the optimization of architectures such as U-Net, testing
their performance on satellite images of wildfires.

Future research should focus on the development
of more robust models that can adapt to diverse con-
texts, thus improving generalization and reducing false
alarms. To achieve this, the creation of larger and more
accessible datasets could be explored using automatic
labeling algorithms that speed up the manual process.
Also, the development of hybrid approaches and the im-
plementation of models onboard satellites are promising
areas with the potential to significantly reduce latency
and improve real-time detection of fires.

This review offers a comprehensive and critical per-
spective on the use of satellite data and artificial intel-
ligence techniques for wildfire detection. Current ad-
vances in hybrid models, advanced architectures, and
the integration of multiple data sources reflect signifi-
cant progress in the field, although some fundamental
issues, such as the lack of labeled data, remain unre-
solved. Addressing these limitations will be essential to
achieving the full potential of fire detection technolo-
gies. Ultimately, continued research and commitment
to the development of innovative solutions in this area
will contribute to more effective protection of ecosys-
tems and a faster response in wildfire management.
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P E R S P E C T I V E

The integration of Artificial Intelligence (AI) into legal systems offers trans-
formative potential, promising enhanced efficiency and predictive accuracy.
However, this progress also brings to the spotlight the explainability paradox:
the unavoidable trade-off between the accuracy of complex Machine Learn-
ing (ML) and Deep Learning (DL) models and their lack of transparency. This
paradox challenges foundational legal principles such as fairness, due pro-
cess, and the right to explanation. While eXplainable AI (XAI) techniques
have emerged to address this issue, their post-hoc nature, limited fidelity, and
inaccessibility to non-expert stakeholders impede their practical utility in legal
contexts. This paper critically reflects on the explainability paradox and its im-
plications for AI-assisted legal decision-making, proposing a balanced frame-
work to reconcile accuracy with transparency. By examining the limitations
of current XAI methods and exploring the potential of inherently interpretable
models, it highlights pathways to align AI systems with the procedural and
ethical standards of the legal domain. These reflections not only address a
gap in existing research but also challenge conventional reliance on opaque
models, advocating for AI systems that prioritize trust, accountability, and le-
gitimacy. This reflection invites interdisciplinary dialogue and encourages the
development of AI tools that integrate technical performance with ethical and
societal needs, ensuring the responsible adoption of AI in law.

Introduction

Artificial Intelligence (AI) has be-
come an integral component of crit-
ical decision-making systems, trans-
forming industries through its abil-
ity to analyze complex data and
deliver predictive insights [1]. In
fields such as healthcare, finance,
and transportation, AI-driven sys-
tems have demonstrated exceptional
performance, enabling faster and
more accurate decisions [2, 3]. The
legal sector, traditionally reliant on
human expertise and interpretabil-
ity, is increasingly exploring the
adoption of AI technologies, partic-
ularly Machine Learning (ML) and
Deep Learning (DL), to enhance pro-
cesses such as case management,
risk assessment, and evidence anal-
ysis [4, 5]. These models, known
for their ability to uncover patterns
and predict outcomes with unprece-

dented precision, promise significant
advancements in efficiency and accu-
racy. However, this progress comes
at a cost: the inherent opacity of
complex ML and DL models raises
critical concerns about explainabil-
ity, trust, and accountability, par-
ticularly in contexts where trans-
parency is a foundational require-
ment [6, 4].

This rapid adoption of AI in le-
gal contexts introduces a fundamen-
tal paradox: while the legal system
is built on principles of transparency,
accountability, and fairness, modern
ML and DL models often operate
as black boxes [7, 8]. These mod-
els generate predictions and deci-
sions with exceptional accuracy, yet
their inner workings remain largely
opaque, even to their developers [9,
10]. Legal decisions—whether re-
lated to sentencing, risk assessment,

or evidence evaluation—demand rea-
soning that is not only accurate but
also explainable and justifiable to all
stakeholders [11, 12]. In this set-
ting, the lack of interpretability in
AI systems conflicts directly with
the legal requirement for clear, un-
derstandable decision-making. This
tension raises critical questions: Can
AI systems truly achieve the level of
transparency necessary for legal le-
gitimacy, or does their reliance on
complexity undermine trust and fair-
ness? [10, 7]

In response to the opacity of
modern AI systems, the emerg-
ing field of eXplainable AI (XAI)
seeks to address the interpretabil-
ity challenge by providing insights
into how complex ML and DL mod-
els generate their outputs. Tech-
niques such as SHAP (Shapley Ad-
ditive Explanations), LIME (Local
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Interpretable Model-agnostic Expla-
nations), and visualization methods
like Grad-CAM have been devel-
oped to offer post-hoc explanations,
enabling a degree of transparency
in otherwise black-box systems [13,
14]. These tools attempt to high-
light the relationships between in-
puts and predictions, offering ap-
proximations of the model’s reason-
ing process [15, 16]. However, de-
spite these advancements, XAI tech-
niques remain limited: they often
provide partial or oversimplified ex-
planations that fail to capture the
true internal logic of complex mod-
els [17, 18]. Furthermore, these ex-
planations are frequently difficult for
non-experts to interpret, raising con-
cerns about their adequacy for legal
systems where transparency, clar-
ity, and trust are paramount [13,
18]. This gap highlights the ongo-
ing struggle to align the technical ca-
pabilities of XAI with the rigorous
standards of transparency required
in legal decision-making.

This paper critically reflects on
the limitations of XAI within the
context of legal applications, where
transparency and accountability are
non-negotiable principles. While ML
and DL models offer unprecedented
predictive capabilities, their lack of
interpretability creates a significant
barrier to their adoption in legal sys-
tems. This work argues that the
paradox between explainability and
performance must be addressed to
ensure that AI tools align with legal
requirements for transparency, fair-
ness, and trust. Without overcom-
ing this challenge, the deployment of
AI in sensitive legal contexts risks
undermining the very foundations of
legitimacy and justice that the le-
gal system upholds. Moving for-
ward, achieving a balance between
model performance and explainabil-
ity must become a central focus for
researchers and practitioners seeking
to integrate AI into legal decision-
making processes responsibly.

Position

The increasing adoption of AI in le-
gal systems brings to the forefront
a critical paradox: the tension be-
tween accuracy and explainability in

ML and DL models [19, 20]. On
one hand, the unparalleled predictive
power of complex AI systems enables
them to identify patterns and deliver
insights that surpass human capabil-
ities [21, 22]. On the other hand,
the very complexity that drives their
performance renders these models
opaque and difficult to interpret,
even for their creators [23, 24]. In
legal contexts, where decisions must
be transparent, justifiable, and open
to scrutiny, this lack of interpretabil-
ity presents a significant barrier [25].
However, it is worth noting that hu-
man decision-making in legal pro-
cesses is not without flaws, as bi-
ases, inconsistencies, or even cor-
ruption can occasionally compromise
fairness and accountability. AI sys-
tems, despite their opacity, offer the
potential for greater objectivity and
the ability to inspect and analyze
decision-making processes retrospec-
tively. The challenge lies in recon-
ciling the need for high-performing
AI systems with the equally impor-
tant requirement for clear and under-
standable reasoning—a fundamental
pillar of fairness and trust within le-
gal processes [26]. Addressing this
paradox is not merely a technical ne-
cessity but a critical step toward en-
suring the ethical and legitimate in-
tegration of AI into the legal domain.

At the core of the explainability
paradox is a well-recognized trade-off
in AI: simpler, interpretable models
often sacrifice accuracy, while com-
plex, high-performing models, such
as deep neural networks, sacrifice
transparency [27, 28]. Interpretable
models—such as decision trees, lin-
ear regression, and rule-based sys-
tems—are inherently easier to under-
stand and explain [29, 30]. These
models allow stakeholders to trace
decisions back to specific inputs, of-
fering a level of clarity that aligns
with the legal system’s need for jus-
tification and accountability [31, 32].
However, their simplicity limits their
ability to capture intricate patterns
within large, complex datasets, of-
ten resulting in lower predictive ac-
curacy [33]. Case-Based Reason-
ing (CBR) offers an alternative ap-
proach to bridging this gap by re-
trieving and reasoning through sim-
ilar past cases [34]. Its interpretable

framework ensures that decisions are
supported by precedent [35], which
aligns naturally with the legal sys-
tem’s emphasis on contextual and
historical consistency.

In contrast, DL models excel
at delivering superior performance
by leveraging massive datasets and
complex architectures to uncover
subtle relationships that are imper-
ceptible to traditional approaches
[33, 36]. Yet, this complexity comes
at the cost of interpretability: the
reasoning behind a model’s predic-
tion remains opaque, hidden within
layers of parameters and computa-
tions that defy human understand-
ing [37, 38]. While CBR sys-
tems may not achieve the predictive
power of DL models, they can en-
hance interpretability by explicitly
tying new decisions to past exam-
ples, providing a transparent foun-
dation for explanations. However, it
is important to recognize that even
opaque DL models may offer oppor-
tunities for retrospective inspection
and analysis, capabilities that hu-
man decision-making processes often
lack. In legal applications—where
decisions affect lives, freedoms, and
rights—accuracy alone is insuffi-
cient. The law demands not only
correct outcomes but also explana-
tions that can be understood, chal-
lenged, and justified [27, 39]. While
the opacity of AI systems raises con-
cerns, they may still serve as valu-
able tools to complement human
decision-making, particularly in con-
texts where human biases or a lack of
accountability have historically un-
dermined trust. This trade-off high-
lights a fundamental challenge in
aligning AI’s technical capabilities
with the ethical and procedural stan-
dards required in legal systems [40].

In response to the opacity of
complex ML and DL models, signifi-
cant efforts have been made in devel-
oping XAI techniques to make their
decision-making processes more in-
terpretable. Methods such as SHAP,
LIME, Feature Importance (FI), and
visualization tools like Grad-CAM
have emerged as widely adopted so-
lutions [13, 18, 16]. These tech-
niques attempt to provide insights
into how input features influence
model outputs, offering a degree
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of transparency that was previously
unattainable [41, 42]. However, de-
spite these advancements, current
XAI methods remain limited in key
ways that significantly impact their
suitability for legal applications [43,
44].

First, most XAI techniques
are post-hoc in nature, meaning
they generate explanations after the
model has produced its output,
rather than ensuring inherent trans-
parency within the model itself [45,
46]. This creates a reliance on ap-
proximations, which may not accu-
rately reflect the true reasoning pro-
cess of the underlying model [47, 48].
Second, the explanations provided
by XAI methods are often over-
simplified, reducing complex interac-
tions into digestible summaries that
can be incomplete or even mislead-
ing [49, 8]. For instance, FI scores
or Grad-CAM’s heatmaps may high-
light correlations but fail to con-
vey the relationships or causal fac-
tors driving predictions [50]. Lastly,
the accessibility of these explana-
tions remains a significant barrier.
While XAI outputs may be inter-
pretable for AI experts, they are of-
ten too technical or abstract for non-
expert stakeholders, such as judges,
lawyers, or defendants [51, 52]. In
a legal setting—where transparency
must be both accurate and com-
prehensible—these limitations hin-
der the practical usability of XAI,
undermining its ability to meet the
rigorous standards of justification
and accountability required by the
law.

The use of black-box AI systems
in legal contexts raises profound im-
plications for fundamental legal prin-
ciples such as due process, fairness,
and the right to explanation [11, 53].
At the heart of the legal system
lies the requirement for decisions to
be transparent, justifiable, and open
to scrutiny [54, 55]. When deci-
sions are influenced or determined
by opaque AI models—whose rea-
soning cannot be fully understood
or explained—it becomes challenging
for stakeholders to evaluate whether
those decisions are fair, unbiased,
or free from error [10]. However,
it is also worth noting that human
decision-makers, despite their inter-

pretability, can at times be equally
opaque—whether due to cognitive
limitations, unconscious biases, or
intentional withholding of reason-
ing. This parallel suggests that while
black-box AI systems introduce chal-
lenges, they also provide an op-
portunity for systematic inspection
and reproducibility that human de-
cisions often lack. By documenting
decision-making processes through
algorithms, AI can offer a frame-
work for identifying errors or bi-
ases retrospectively, fostering a level
of accountability that is not always
achievable in human-driven systems.
Addressing the transparency issues
inherent in AI is crucial, but leverag-
ing these tools to complement human
decision-making could mitigate long-
standing concerns about fairness and
consistency in the legal domain [56].

Furthermore, the deployment of
black-box systems threatens to erode
trust—not only in the AI tools them-
selves but also in the legal insti-
tutions adopting them. Trust in
the justice system is built on its
ability to deliver outcomes that are
not only accurate but also explain-
able and consistent. Opaque AI
models, by their nature, introduce
uncertainty and raise doubts about
accountability, especially when er-
rors occur or biases emerge. How-
ever, trust in human decision-making
is not always guaranteed either, as
it can be compromised by biases,
inconsistencies, or even intentional
misconduct. AI systems, despite
their opacity, offer unique opportuni-
ties for post-hoc analysis and contin-
uous improvement, allowing stake-
holders to retrospectively evaluate
and refine decision-making processes
in ways that are often impossible
with human decisions. While such
systems risk creating a perception
that justice is being “outsourced” to
inscrutable algorithms, their ability
to document and analyze decisions
systematically presents a pathway to
enhance transparency and account-
ability if implemented responsibly.
Balancing these perspectives is es-
sential to maintaining the legitimacy
of legal processes.

Without addressing the explain-
ability problem, the widespread de-
ployment of black-box AI systems

could lead to significant ethical and
legal challenges, including violations
of fairness, potential misuse, and un-
intended harm. These challenges
expose the urgent need for a care-
ful, measured approach to integrat-
ing AI in legal decision-making—one
that prioritizes transparency and ac-
countability over blind reliance on
performance. Failure to resolve these
issues may not only weaken confi-
dence in AI but also jeopardize the
integrity of the legal system itself.

To bridge the gap between AI’s
predictive capabilities and the legal
system’s demand for transparency,
it is evident that current solu-
tions remain insufficient. While hy-
brid approaches and inherently in-
terpretable AI models hold promise,
significant technical and ethical chal-
lenges persist. Achieving a bal-
ance between accuracy and trans-
parency will require ongoing re-
search, responsible design, and a
commitment to maintaining human
oversight in AI-assisted legal pro-
cesses. However, it is equally im-
portant to recognize AI’s potential
to complement the legal system by
offering consistency and reducing bi-
ases that can affect human decision-
making. By leveraging AI’s ability to
document and standardize decision-
making processes, legal institutions
have an opportunity to evolve to-
ward more equitable and objective
outcomes. Until such advancements
are realized, the widespread deploy-
ment of opaque systems in legal con-
texts risks undermining trust, ac-
countability, and the very principles
the legal system seeks to uphold.

Discussion

The explainability paradox—where
increased accuracy in AI sys-
tems comes at the cost of trans-
parency—has far-reaching implica-
tions for legal systems attempting
to integrate ML and DL models.
At its core, this paradox challenges
the foundational principles of the
law, which rely on decisions that
are transparent, justifiable, and con-
testable [57, 58]. Legal systems
are not merely tasked with reach-
ing accurate outcomes but must
also ensure that decisions can be
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understood and trusted by all stake-
holders, including judges, lawyers,
defendants, and the public [59, 60].
While the opacity of AI models can
undermine these key pillars of jus-
tice, it is essential to recognize that
human decision-making is not inher-
ently more transparent. Cognitive
biases, inconsistencies, and even de-
liberate misconduct can obscure the
reasoning behind human judgments.
In contrast, AI systems provide sys-
tematic documentation and oppor-
tunities for retrospective analysis,
offering a mechanism for identifying
errors or biases that might otherwise
remain hidden. By leveraging these
strengths, AI has the potential to
address some of the long-standing
challenges associated with human
decision-making while complement-
ing traditional legal frameworks.

Moreover, the paradox exposes
a deeper ethical tension: efficiency
versus legitimacy. While AI sys-
tems promise increased efficiency by
automating processes and enhanc-
ing predictive accuracy, their opac-
ity risks eroding public trust in le-
gal institutions [61, 62]. For exam-
ple, AI-based risk assessment tools
used in sentencing or parole de-
cisions may produce accurate pre-
dictions, but without clear expla-
nations, stakeholders cannot assess
whether these decisions are fair or
free from bias [63]. However, hu-
man decision-making is not immune
to similar challenges; biases, incon-
sistencies, and even corruption can
sometimes compromise fairness and
accountability in legal judgments.
In this context, AI systems offer a
unique opportunity to mitigate such
issues by providing systematic, data-
driven insights that are less prone to
individual bias and more amenable
to post-hoc inspection. Neverthe-
less, the adoption of opaque AI sys-
tems—without addressing their ex-
plainability limitations—risks creat-
ing a perception that justice is be-
ing outsourced to inscrutable algo-
rithms, thereby undermining the le-
gitimacy and credibility of legal out-
comes [64]. This tension highlights
the urgent need for a more responsi-
ble approach to integrating AI into
the legal system, one that not only
prioritizes technical performance but

also leverages AI’s potential to en-
hance fairness while upholding the
ethical standards upon which the
rule of law is built.

Current efforts in XAI, such as
SHAP, LIME, and Grad-CAM, have
made progress in shedding light on
black-box predictions by offering in-
sights into feature importance and
decision boundaries. While these
techniques improve transparency,
they remain insufficient for legal ap-
plications, where clarity, reliability,
and accessibility are non-negotiable.

A major limitation of XAI lies
in its post-hoc nature—generating
explanations after predictions are
made. These approximations may
fail to reflect the model’s true rea-
soning, raising concerns about their
fidelity in sensitive legal decisions.
Additionally, XAI outputs are often
oversimplified, reducing complex re-
lationships to summaries that can
obscure critical connections and mis-
lead stakeholders.

Finally, XAI explanations, such
as feature scores or heatmaps, are
often too technical for non-expert
stakeholders like judges or lawyers.
Legal applications require explana-
tions that are clear, actionable, and
comprehensible to ensure decisions
can be scrutinized and justified [65,
52]. These challenges highlight the
need for further advancements in in-
herently interpretable models that
align AI systems with the rigorous
standards of fairness and account-
ability required by the legal system
[66, 67].

Hybrid models, which combine
interpretable algorithms with the
predictive power of black-box sys-
tems [68], offer a promising middle
ground to address the explainabil-
ity paradox. For example, inter-
pretable models like decision trees or
linear regression could handle criti-
cal decisions requiring justification,
while complex DL models can assist
in auxiliary tasks or pre-processing
stages. This layered approach main-
tains transparency where it mat-
ters most while leveraging the accu-
racy of advanced AI systems. How-
ever, hybrid solutions are not with-
out limitations. Seamlessly integrat-
ing interpretable and black-box com-
ponents remains a technical chal-

lenge, as discrepancies between mod-
els could lead to inconsistencies. Ad-
ditionally, determining which stages
require human oversight versus AI-
driven decisions introduces added
complexity. Despite these chal-
lenges, hybrid models represent a
feasible pathway for balancing accu-
racy and transparency, particularly
in legal contexts where trust and ac-
countability are paramount.

A more sustainable solution to
the explainability paradox lies in de-
veloping inherently interpretable AI
models—systems designed for trans-
parency from the outset. Unlike
post-hoc explanations, these models
integrate interpretability into their
structure, ensuring that decision-
making processes are both clear and
traceable [36]. Recent progress in
techniques such as Generalized Ad-
ditive Models (GAMs), explainable
neural networks, and sparse mod-
els demonstrates that transparency
and performance can coexist, partic-
ularly in tasks with structured data
[69, 70].

Inherently interpretable mod-
els—designed for transparency from
the outset—offer a promising so-
lution to the explainability para-
dox. These models integrate in-
terpretability into their structure,
ensuring that decision-making pro-
cesses are clear and traceable [36].
While such models currently lag be-
hind DL systems in handling un-
structured, high-dimensional data,
they can mitigate many risks as-
sociated with black-box AI in le-
gal contexts. By prioritizing mod-
els that are understandable by de-
sign, stakeholders gain greater confi-
dence in AI outputs, ensuring align-
ment with legal standards of fair-
ness and accountability. However,
even black-box systems have advan-
tages: their systematic documenta-
tion of decision-making pathways en-
ables retrospective analysis and error
detection, which are often lacking in
human-driven processes. Advancing
both inherently interpretable models
and strategies to enhance the trans-
parency of complex systems is es-
sential for achieving a balance be-
tween accuracy and explainability
while addressing the limitations of
both human and AI decision-making.
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While AI systems offer valuable
support in legal decision-making, hu-
man oversight remains indispens-
able. Legal processes require con-
textual understanding, ethical judg-
ment, and adherence to evolving
societal standards—capabilities that
AI, regardless of its sophistication,
cannot fully replicate [71, 72]. How-
ever, AI systems, even when opaque,
provide a systematic approach to
decision-making that can mitigate
human biases and inconsistencies.
By combining AI’s ability to pro-
cess large datasets and document
decision-making pathways with hu-
man expertise in applying broader
reasoning, stakeholders can ensure
that final decisions remain account-
able, fair, and aligned with legal
principles. This synergy reduces the
risks of relying solely on either hu-
man or AI decision-making, creating
a collaborative framework where AI
enhances consistency and trust while
humans provide essential oversight.

The collaborative use of AI and
human oversight in legal systems has
implications beyond the legal do-
main, offering a roadmap for ethi-
cal AI adoption in other high-stakes
areas such as healthcare, finance,
and governance. Lessons learned
from aligning AI with legal stan-
dards—such as prioritizing trans-
parency, fairness, and accountabil-
ity—can inform the responsible de-
ployment of AI across industries. Fu-
ture research must focus on devel-
oping inherently interpretable mod-
els that handle unstructured, high-
dimensional data without sacrific-
ing performance, as well as refining
hybrid approaches to strike a bal-
ance between accuracy and trans-
parency. Additionally, interdisci-
plinary collaboration between AI re-
searchers, legal scholars, and ethi-
cists will be critical to ensuring that
AI systems are not only technically
robust but also ethically aligned with
societal values. By addressing these
challenges, AI can evolve into a tool
that enhances decision-making pro-
cesses while maintaining trust and
accountability in sensitive applica-
tions.

Resolving the explainability
paradox has implications beyond the
legal domain, offering a roadmap for

AI adoption in other high-stakes ar-
eas like healthcare, finance, and gov-
ernance. Lessons learned from align-
ing AI with legal standards—such as
prioritizing transparency, fairness,
and accountability—can inform eth-
ical AI practices across industries.
Future research must focus on devel-
oping inherently interpretable mod-
els capable of handling complex, un-
structured data without sacrificing
performance, as well as refining hy-
brid approaches to strike a balance
between accuracy and explainability.

Additionally, interdisciplinary
collaboration between AI re-
searchers, legal scholars, and ethi-
cists will be critical to ensuring AI
systems are not only technically ro-
bust but also ethically aligned with
societal values. By addressing these
challenges, AI can evolve into a tool
that enhances decision-making pro-
cesses while maintaining trust and
accountability in sensitive applica-
tions.

Conclusions

This paper has examined the ex-
plainability paradox in AI: the ten-
sion between the exceptional pre-
dictive performance of ML and DL
models and their lack of trans-
parency. While these models hold
the potential to revolutionize legal
systems, their opacity raises signifi-
cant challenges for ensuring that de-
cisions remain transparent, justifi-
able, and accountable. This paradox
underscores the critical need to align
AI tools with legal principles, ensur-
ing their integration enhances the in-
tegrity and fairness of legal processes
rather than undermining them.

Current XAI techniques, though
instrumental in improving trans-
parency, remain limited by their
post-hoc nature, oversimplifica-
tion of complex model behavior,
and inaccessibility to non-experts.
These limitations are particu-
larly pronounced in legal contexts,
where clarity and justification are
paramount. To address this, hybrid
models that combine interpretable
algorithms with the predictive power
of black-box systems offer a practical
interim solution. In the longer term,
the development of inherently in-

terpretable AI systems, designed for
transparency without sacrificing per-
formance, represents a more sustain-
able path forward. Crucially, main-
taining human oversight remains
indispensable to uphold fairness, ac-
countability, and public trust.

Moving forward, addressing the
explainability paradox requires a
collaborative effort between re-
searchers, developers, and legal
practitioners. Future work should
prioritize advancing inherently in-
terpretable models, refining XAI
techniques to enhance fidelity and
accessibility, and fostering interdis-
ciplinary collaboration between AI
experts, legal scholars, and ethicists.
By aligning technological advance-
ments with ethical and legal stan-
dards, we can harness AI’s potential
to complement human judgment,
mitigate biases, and strengthen the
principles of fairness and trust that
underpin the legal system.
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P E R S P E C T I V E

Artificial intelligence (AI) has profoundly reshaped daily life, offering unprece-
dented efficiency and convenience across sectors such as healthcare, edu-
cation, and agriculture. However, its rapid adoption raises critical concerns
about its unintended societal consequences. This article argues that while
AI enhances human capabilities, overreliance on its automation risks eroding
creativity, critical thinking, and interpersonal connections, particularly among
younger generations. Building on existing research, this paper adopts a crit-
ical perspective to highlight the dual nature of AI: its potential to empower
individuals and address complex challenges versus its propensity to displace
cultural practices, weaken community bonds, and foster passivity. Using real-
world examples and an interdisciplinary approach, we position AI as a tool
that must align with core human values such as empathy, accessibility, and
transparency. We advocate for a reimagining of AI’s role as a supportive part-
ner rather than a replacement for human agency. From the position that AI
must align with ethical principles, this paper argues that fostering user un-
derstanding of its limitations and prioritizing initiatives that promote human
connection can enable AI to serve as a catalyst for innovation without under-
mining the social fabric. This article presents a perspective that remarks the
urgent need for thoughtful AI development to ensure technology complements
humanity rather than diminishes it.

Introduction

Artificial intelligence (AI) has clearly
become a transformative force, re-
shaping the way individuals inter-
act with technology and the world
around them. From simplifying
mundane tasks [1, 2] to providing in-
stant access to information [3], AI
systems have proven indispensable
in enhancing efficiency and conve-
nience. Yet, this rapid integration
raises critical questions about the
long-term implications for creativity,
empathy, and social connectedness.
As AI evolves, it is imperative to re-
flect on its impact beyond function-
ality, addressing how it aligns with
fundamental human values.

Despite its many benefits, AI’s
growing presence has sparked con-
cerns about its unintended con-

sequences [4]. By automating
problem-solving and simplifying
tasks, AI may risk fostering apa-
thy and reducing opportunities for
creativity and critical thinking [5].
Moreover, younger generations may
prioritize technological convenience
over meaningful human interaction
[6], potentially weakening the so-
cial fabric that underpins personal
and communal growth [7]. These
issues highlight the need for a more
thoughtful approach to AI develop-
ment—one that considers its societal
and cultural implications.

This paper adopts a critical per-
spective on AI’s role in modern life,
emphasizing the importance of align-
ing its development with principles
of empathy, accessibility, and trans-
parency. By examining both the
opportunities and challenges posed

by AI, the paper argues for a bal-
anced approach that enhances hu-
man life while preserving essential
values. The discussion highlights
the need for AI systems to not only
serve practical purposes but also fos-
ter trust, inclusivity, and human con-
nection.

Through this lens, the paper
aims to contribute to the broader
discourse on AI, offering actionable
insights for researchers, developers,
and policymakers. It advocates for
AI technologies that empower indi-
viduals without compromising cre-
ativity, interaction, or imagination.
By prioritizing these considerations,
AI can evolve into a tool that
truly enriches lives, bridging the gap
between technological advancement
and human-centric design.
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Position

AI has demonstrated its potential to
revolutionize daily life, from stream-
lining mundane tasks to expanding
access to knowledge. However, this
transformative power comes with
significant challenges that warrant
critical reflection. This section
presents a critical position on the
role of AI, focusing on three key ar-
eas: its positive impacts, the chal-
lenges and concerns it raises, and the
core values that should guide its de-
velopment. By examining these di-
mensions, the paper articulates a vi-
sion for AI that balances innovation
with a commitment to human well-
being, creativity, and social connec-
tion.

AI has emerged as a transfor-
mative force, fundamentally alter-
ing how individuals approach daily
tasks and access information. By
automating repetitive processes and
streamlining complex workflows [8],
AI has significantly enhanced effi-
ciency across a range of applications,
from personal [9] to professional [10]
contexts. Its capacity to provide
quick and accurate solutions has not
only saved users considerable time
but has also minimized the need for
extensive manual effort [11]. These
advancements have empowered indi-
viduals to focus on higher-value ac-
tivities while fostering a more pro-
ductive and interconnected society
[12].

The real-world applications of
AI evidence its profound impact on
daily life, offering practical solu-
tions to everyday challenges. Virtual
assistants, for instance, have rev-
olutionized how individuals access
critical information, such as medi-
cal guidance [13]. With a simple
voice command, common users can,
for instance, obtain details about
medications, side effects, and con-
traindications—tasks that once re-
quired consulting outdated books or
unreliable sources [14]. Similarly,
AI-powered streaming platforms like
Spotify have transformed entertain-
ment, curating personalized playlists
that eliminate the need for manual
selection while enhancing user sat-
isfaction [15]. Beyond these conve-
niences, AI also supports creative en-

deavors, such as automating mun-
dane kitchen tasks to allow users to
focus on cooking per se [16]. These
applications illustrate AI’s versatil-
ity and its ability to integrate seam-
lessly into various facets of life, en-
riching both routine and recreational
activities.

By automating mundane or
resource-intensive tasks, AI empow-
ers individuals to redirect their
time and mental effort toward more
meaningful and creative pursuits.
Tasks that once demanded signifi-
cant manual labor, such as man-
aging schedules, organizing informa-
tion, or performing repetitive calcu-
lations, are now streamlined through
AI-powered tools [8]. This shift not
only reduces cognitive overload but
also fosters an environment where
innovation and personal growth can
flourish [17]. For instance, AI-
driven tools like automated tran-
scription services save time by con-
verting meeting recordings into de-
tailed, searchable text, allowing in-
dividuals to focus on analyzing and
implementing decisions [18].

AI has significantly enhanced ac-
cessibility and inclusivity by break-
ing down barriers to resources and
opportunities. For individuals who
face challenges such as outdated in-
formation sources or limited mobil-
ity, AI-powered tools provide a life-
line [19]. Virtual assistants, as afore-
mentioned, deliver real-time answers
to queries that would otherwise re-
quire navigating complex or unreli-
able sources [20]. Similarly, AI tech-
nologies have transformed access to
education and professional develop-
ment by offering adaptive learning
platforms and personalized resources
tailored to individual needs [21]. Be-
yond information, AI-driven innova-
tions in mobility solutions—such as
navigation aids for visually impaired
users—exemplify its potential to em-
power marginalized groups [22]. By
bridging gaps in knowledge and op-
portunity, AI holds the promise of
fostering a more equitable and inclu-
sive society, ensuring that its benefits
are accessible to all.

However, these advancements
also come with unintended conse-
quences that warrant critical reflec-
tion. The increasing reliance on

AI for problem-solving, while conve-
nient, raises concerns about its im-
pact on human creativity and critical
thinking [5]. As AI systems provide
instant answers and solutions, indi-
viduals may become less inclined to
engage in independent thought or ex-
plore alternative approaches to chal-
lenges [23]. This dependency risks
fostering a passive mindset, where
convenience outweighs the effort of
innovation. Over time, the ease of
access to AI-driven solutions could
erode the skills needed to think criti-
cally and creatively, stifling the abil-
ity to generate unique ideas or tackle
complex problems without techno-
logical aid [24]. Such a shift high-
lights the importance of balancing
AI integration with opportunities for
individuals to develop and exercise
their creative potential.

The pervasive use of AI and
digital technologies has contributed
to a noticeable decline in face-to-
face communication and shared ex-
periences [25], particularly among
younger generations [26]. As indi-
viduals increasingly rely on virtual
interactions and AI-driven platforms
for communication and entertain-
ment, opportunities for genuine hu-
man connection are diminished [27].
This shift may not only weaken em-
pathy but also undermine the foun-
dations of community building and
personal development. For example,
activities that once fostered collab-
oration and mutual understanding,
such as group discussions or shared
recreational experiences, are now of-
ten replaced by solitary engagement
with technology [28]. Over time,
this trend risks creating a more frag-
mented society, where meaningful in-
terpersonal relationships and the so-
cial skills necessary for cooperative
growth are deprioritized.

Despite its advancements, AI of-
ten falls short of meeting user ex-
pectations due to limitations in cur-
rent technologies. Frequent errors in
tools like voice recognition systems
[29], for instance, can lead to frustra-
tion and mistrust among users [30].
These missteps highlight a signifi-
cant gap between the seamless, in-
tuitive performance users expect and
the reality of AI’s capabilities. Inac-
curate responses, misinterpretations,
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and system glitches undermine the
reliability of AI, particularly in con-
texts where precision is critical, such
as healthcare or accessibility tools
[31].

To address these challenges and
foster trust, inclusivity, and reliabil-
ity, AI development must be guided
by three core values: empathy, ac-
cessibility, and transparency. These
principles not only ensure that AI
systems meet the practical needs of
diverse users but also uphold eth-
ical standards that prioritize hu-
man well-being. By embedding
empathy into AI designs, enhanc-
ing accessibility for all, and main-
taining transparency in decision-
making processes, developers can
create technologies that empower
users while bridging gaps in trust
and functionality.

Embedding empathy into AI sys-
tems is crucial for ensuring they ef-
fectively address human needs. In
fields such as healthcare, AI has the
potential to compensate for the im-
personal or inadequate experiences
often encountered in traditional ser-
vices. For instance, empathetic AI
diagnostic tools could provide pa-
tients with detailed explanations of
their conditions, treatment options,
and potential side effects, fostering
a sense of understanding and care
[32]. By tailoring responses to in-
dividual needs and preferences, AI
systems can alleviate feelings of ne-
glect or frustration that arise from
hurried consultations with overbur-
dened professionals [33]. Such empa-
thetic designs not only enhance user
satisfaction but also establish AI as
a trustworthy and supportive tool
in addressing complex human chal-
lenges [34].

Designing AI technologies with
accessibility in mind is essential to
ensure they serve a diverse range
of users, regardless of age, techni-
cal proficiency, or physical ability
[35]. Inclusive AI systems can bridge
gaps in opportunity by providing tai-
lored solutions for those who face
unique challenges. For example, AI-
powered tools such as screen readers
or voice-controlled assistants have
transformed accessibility for indi-
viduals with visual or motor im-
pairments, enabling greater indepen-

dence in daily activities [36]. Sim-
ilarly, adaptive learning platforms
can customize educational content to
meet the needs of users with vary-
ing levels of digital literacy or cogni-
tive abilities. By prioritizing inclu-
sivity, AI technologies can foster eq-
uity and empower marginalized com-
munities, ensuring their benefits are
widely distributed.

Transparency plays a pivotal role
in building trust and reliability in
AI systems [37]. Users need to un-
derstand how AI makes decisions
and the limitations of its capabilities
to engage confidently and responsi-
bly with these technologies. For in-
stance, providing clear explanations
of an AI’s reasoning process—such as
how it arrived at a medical diagno-
sis or recommended a specific course
of action—can help users make in-
formed decisions [38]. Similarly,
openly communicating potential bi-
ases or areas of uncertainty within an
AI system can prevent overreliance
and mitigate risks [39]. By foster-
ing openness, transparency not only
strengthens user trust but also en-
courages developers to uphold ethi-
cal standards in AI design and de-
ployment.

Discussion

One of the most significant advan-
tages of AI lies in its ability to auto-
mate mundane and repetitive tasks,
allowing individuals to focus their
time and energy on more meaning-
ful and creative endeavors. From
scheduling appointments to manag-
ing data entry, AI streamlines pro-
cesses that once required substantial
manual effort. For example, virtual
assistants like Alexa or Google Assis-
tant can handle everyday queries and
reminders, enabling users to redi-
rect their attention toward strate-
gic decision-making or personal pur-
suits. Similarly, AI tools in in-
dustries such as manufacturing or
logistics optimize workflows, boost-
ing productivity and efficiency [40].
By offloading routine responsibili-
ties, AI not only enhances conve-
nience but also creates opportunities
for individuals to engage in activities
that foster innovation and personal
growth.

While the automation of rou-
tine tasks offers undeniable benefits,
over-reliance on AI poses significant
risks, particularly to critical think-
ing and problem-solving skills [41].
As users increasingly depend on AI
systems for instant answers, such as
relying on virtual assistants to re-
solve queries, they may become less
inclined to engage in independent
analysis or explore creative solutions.
This dependency fosters a passive
mindset, where the convenience of
pre-packaged solutions discourages
the effort required for deeper cogni-
tive engagement [42]. For example,
students turning to AI-powered tools
for quick homework answers may by-
pass the learning process entirely,
missing opportunities to develop an-
alytical skills [43]. Such over-reliance
not only diminishes individual capa-
bilities but also risks stifling innova-
tion at a broader societal level, evi-
dencing the need for a balanced in-
tegration of AI into daily life.

AI holds the potential to serve as
a complementary tool to human ef-
fort, augmenting capabilities rather
than replacing them. In healthcare,
for example, AI can enhance diag-
nostics by analyzing vast datasets
with precision, identifying patterns
that may be missed by human practi-
tioners [44]. This technological sup-
port allows medical professionals to
make more accurate and timely de-
cisions, ultimately improving patient
outcomes [45]. However, AI’s role
should remain supportive, preserv-
ing the irreplaceable value of em-
pathetic human interactions in pa-
tient care. A compassionate practi-
tioner not only interprets data but
also understands the emotional and
social dimensions of a patient’s expe-
rience—an aspect that AI, despite its
computational power, cannot (yet)
replicate. By combining AI’s effi-
ciency with human empathy, health-
care can achieve a balance that lever-
ages the strengths of both.

Beyond healthcare, the support-
ive role of AI extends to a range
of fields, amplifying human capa-
bilities while respecting the value
of personal judgment and expertise.
In education, AI-powered platforms
can customize learning experiences
to meet diverse student needs, en-
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abling teachers to focus on foster-
ing creativity and critical thinking
[46]. In agriculture, AI systems
optimize resource management and
crop monitoring, equipping farmers
with data-driven insights to improve
yield and sustainability [47]. Sim-
ilarly, in disaster response, AI fa-
cilitates rapid analysis of satellite
imagery and real-time communica-
tion, enabling responders to act with
greater efficiency and precision [48].
These applications demonstrate how
AI can enhance human effectiveness
across sectors, driving progress while
maintaining the integrity of human
decision-making.

The rapid adoption of AI and
related technologies poses a signifi-
cant risk to cultural and social prac-
tices, particularly among younger
generations. As technology increas-
ingly mediates communication and
entertainment, traditional forms of
interaction and shared experiences
are often displaced [49]. For ex-
ample, social gatherings that once
revolved around communal activ-
ities, such as storytelling, board
games, or shared meals, are now fre-
quently replaced by isolated interac-
tions with AI-driven devices or on-
line platforms [50]. This shift re-
duces opportunities for face-to-face
engagement, weakening the bonds
that foster empathy and commu-
nity cohesion. Additionally, cultural
practices that rely on personal con-
nection and transmission—such as
oral traditions or hands-on mentor-
ship—may struggle to adapt in a
technology-dominated environment,
further emphasizing the need to bal-
ance innovation with the preserva-
tion of social and cultural heritage
[51].

The decline in interpersonal in-
teraction driven by overreliance on
AI and digital technologies may
carry profound long-term societal
consequences [52]. Reduced face-
to-face communication erodes empa-
thy [53], a critical skill for under-
standing and relating to others. As
individuals become increasingly de-
tached from direct human connec-
tion, the foundations of community
bonds weaken, potentially leading to
more fragmented and isolated so-
cieties. This disconnection under-

mines collective resilience and the
shared values that enable commu-
nities to thrive. To mitigate these
risks, it is essential to balance tech-
nological advancements with efforts
to preserve and promote human con-
nection. By prioritizing initiatives
that encourage collaborative activi-
ties and in-person engagement, soci-
ety can ensure that technology com-
plements, rather than replaces, the
rich social fabric that underpins col-
lective well-being.

Developing AI systems with a
human-centric and sustainable ap-
proach is essential to maximize their
utility and long-term impact. By
actively incorporating user feedback
during the design process, develop-
ers can create technologies that pri-
oritize usability and empathy, ensur-
ing they address real-world needs ef-
fectively. For example, tailoring in-
terfaces to accommodate diverse user
groups—such as older adults or in-
dividuals with disabilities—enhances
accessibility and fosters trust in AI
solutions. In parallel, sustainability
in AI design must be emphasized by
promoting long-term reusability and
reducing waste. This includes cre-
ating modular systems that can be
upgraded or repurposed, minimizing
the need for constant replacement
and reducing the environmental foot-
print of AI technologies.

The establishment of robust eth-
ical frameworks is critical to ensur-
ing that AI aligns with societal val-
ues and promotes equitable progress.
Policymakers, researchers, and de-
velopers must collaborate to define
clear guidelines that address AI’s im-
pact on creativity, social interaction,
and accessibility. For instance, ethi-
cal standards could mandate that AI
systems are designed to complement,
rather than undermine, human cre-
ativity by encouraging collaborative
processes instead of replacing them.
Similarly, regulations should prior-
itize technologies that foster social
connection rather than perpetuate
isolation, particularly among vul-
nerable populations. Ensuring ac-
cessibility must also remain a cor-
nerstone of these frameworks, guar-
anteeing that AI benefits are dis-
tributed broadly across all demo-
graphics. Through interdisciplinary

collaboration and a shared commit-
ment to ethical principles, stakehold-
ers can develop AI systems that ad-
vance innovation while upholding the
values of empathy, accessibility, and
transparency .

Conclusions

AI holds remarkable potential to
transform daily life, from automat-
ing mundane tasks to enhancing pro-
ductivity and supporting human ef-
forts across diverse sectors. By
streamlining workflows and provid-
ing data-driven insights, AI empow-
ers individuals and organizations to
achieve greater efficiency and inno-
vation. However, alongside these
benefits come significant challenges.
Over-reliance on AI risks diminish-
ing creativity, critical thinking, and
problem-solving skills, while exces-
sive use of technology may erode so-
cial interaction and cultural prac-
tices. These dualities calls for inte-
grating AI into daily life in a bal-
anced manner, ensuring it comple-
ments human strengths rather than
undermining them.

To harness the full potential of
AI while mitigating its challenges,
it is essential to embed core val-
ues such as empathy, accessibility,
and transparency into its develop-
ment. AI systems must prioritize un-
derstanding and addressing human
needs, ensuring they remain inclu-
sive and user-friendly for individu-
als of all backgrounds and abilities.
Equally critical is the transparent
design of AI, fostering trust and em-
powering users to engage responsi-
bly with these technologies. How-
ever, without these guiding princi-
ples, AI risks exacerbating societal
issues, including cultural displace-
ment and the erosion of community
bonds. As technology continues to
evolve, preserving human connection
and fostering creativity must remain
central goals, ensuring that AI en-
hances rather than diminishes the
richness of interpersonal and cultural
experiences.

The future of AI depends on
a collective commitment to adopt-
ing human-centric, sustainable, and
ethically sound approaches to its
development. Policymakers, re-

31

http://maikron.org/jaica


Journal of Artificial Intelligence and Computing Applications (2024) 2(1)

searchers, and developers must col-
laborate to create frameworks that
prioritize empathy, accessibility, and
transparency, ensuring AI systems
align with societal values. By in-
tegrating interdisciplinary perspec-
tives, stakeholders can design tech-

nologies that complement human
strengths, rather than replacing or
diminishing them. Such efforts are
essential not only for fostering trust
in AI but also for safeguarding hu-
manity’s social and cultural heritage.
As technological advancements con-

tinue to reshape the world, it is im-
perative to strike a balance that al-
lows innovation to thrive while pre-
serving the connections, creativity,
and traditions that define our shared
humanity.
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A B S T R A C T

Cyber Situational Awareness (CSA) is crucial for detecting and mitigating security threats in evolving
digital environments. Traditional intrusion detection systems face challenges related to computational
efficiency, scalability, and interpretability, particularly in the detection of masquerade attacks, where
attackers mimic legitimate user behavior. This exploratory study conducts a preliminary investigation
into a clustering-based approach that integrates OK-Means, an optimized variant of K-Means, with
k-Nearest Neighbors (k-NN) to improve intrusion detection. The proposed approach is evaluated using
the Windows-Users and Intruder Simulations Logs (WUIL) dataset to assess its feasibility and pre-
liminary performance. Experimental results suggest that this method can achieve up to 99% recall in
masquerade attack detection while reducing execution time by 85% compared to conventional k-NN
classifiers. Additionally, the integration of explainability mechanisms, such as clustering visualization
and attack introspection tools, provides security analysts with interpretable insights into system de-
cisions. As an initial exploration, this study provides early-stage insights into clustering-based CSA
methods and lays the groundwork for future research. The findings suggest that this approach can
be further developed and extended to other cybersecurity domains, such as phishing and malware
detection, contributing to AI-driven security frameworks.

Keywords: cyber situational awareness (CSA), masquerade attack detection, explain-
able machine learning

1. Introduction

Cyber Situational Awareness (CSA) plays a crucial role
in protecting IT systems against evolving cyber threats.
As organizations increasingly rely on digital infrastruc-
ture, the need for effective intrusion detection mecha-
nisms has become more critical than ever [1]. Tradi-
tional intrusion detection systems (IDSs) often strug-
gle with two significant challenges: the complexity of
big data environments and the lack of interpretability

in decision-making processes [2]. These challenges are
especially pronounced in the detection of masquerade
attacks, where malicious actors disguise their activity
as that of legitimate users. The dynamic and high-
volume nature of cybersecurity logs further complicates
the real-time identification of such threats, making con-
ventional predictive models less effective in adaptive en-
vironments.

To address these limitations, this work explores
a clustering-based approach that enhances CSA by
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Figure 1. Recall (left) and processing time (right) using different noise reduction approaches (dataset
20%).

improving both efficiency and explainability in mas-
querade attack detection. Our method combines OK-
Means, an optimized variant of K-Means [3], with k-
Nearest Neighbors (k-NN) to streamline the classifica-
tion of potential intrusions. This hybrid approach re-
duces computational cost while maintaining high detec-
tion performance, making it more suitable for real-time
threat analysis. Additionally, we integrate explainabil-
ity strategies to provide security analysts with transpar-
ent, interpretable insights into why a particular behav-
ior is flagged as suspicious, improving decision-making
in CSA.

This study presents an experimental evaluation of
the proposed method using the Windows-Users and
Intruder Simulations Logs dataset (WUIL) [4]. We
analyze the feasibility and early-stage performance of
clustering-based detection in reducing false negatives
while maintaining high accuracy. As an exploratory
study, this paper provides practical insights into the im-
plementation, optimization, and real-world applicabil-
ity of AI-driven cybersecurity solutions. These findings
serve as a foundation for future research into adaptive
and scalable intrusion detection models.

2. Project Description

The proposed approach enhances CSA by improving the
efficiency and interpretability of masquerade attack de-
tection. The method leverages a combination of OK-
Means clustering [3] and k-Nearest Neighbors (k-NN)
to classify potential intrusions while optimizing compu-
tational resources. Clustering reduces the search space
by grouping similar user behaviors, allowing k-NN to
perform instance-based classification on a smaller, more
relevant subset of data. This structure improves detec-
tion efficiency without significantly compromising accu-
racy.

OK-Means is a refinement of the traditional K-
Means algorithm that optimizes cluster updates, mak-
ing it better suited for dynamic cyber environments
where system behavior constantly evolves. Unlike static
machine learning models that require frequent retrain-

ing, OK-Means efficiently adapts to new patterns while
maintaining clustering quality. Furthermore, k-NN pro-
vides an explainable classification process, enabling se-
curity analysts to understand why an alert was trig-
gered. To further enhance accuracy, the system inte-
grates Repeated Edited Nearest Neighbor (RENN) [5],
a noise reduction technique that filters out inconsisten-
cies and redundant data, reducing false positives and
improving model reliability.

The implementation consists of three key steps.
First, user activity data is collected from system logs us-
ing User Activity Monitoring (UAM) sensors [4]. This
data is then preprocessed to extract spatial, temporal,
and directional locality features, which help characterize
user behavior. Second, the clustering model is period-
ically updated based on data volume and classification
error rate to adapt to evolving attack patterns. Finally,
explainability is enhanced through visual analysis tools
that allow security analysts to inspect cluster structures
and attack feature distributions, making CSA more in-
terpretable and actionable.

3. Implementation and Results

The effectiveness of the proposed clustering-based ap-
proach was evaluated using real-world data, with a fo-
cus on improving detection efficiency and explainability.
This section details the dataset, experimental setup,
performance improvements, and the visual tools de-
signed to aid security analysts.

3.1 Dataset and Preprocessing

The evaluation was conducted using the Windows-Users
and Intruder Simulations Logs dataset (WUIL) [4],
which contains a total of 54,649 instances. The dataset
includes both legitimate user activities and masquer-
ade attack attempts, making it well-suited for intrusion
detection research. Due to the nature of masquerade at-
tacks, the dataset is highly imbalanced, with 96.77% of
instances belonging to legitimate users and only 3.33%
corresponding to attacks.
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Figure 2. Clustering analyzer tool when visualizing the 20% subsampling (left) and the complete dataset
(right).

The dataset consists of multiple behavioral features
extracted from user interactions with the file system.
These features include:

• File access frequency.

• Event distances between accessed files.

• Directionality of file system navigation.

• Temporal locality patterns in access sequences.

These attributes provide a structured representation
of user behavior, enabling clustering and classification
models to distinguish between normal and anomalous
activities.

3.2 Experimental Setup and Configuration

To analyze the performance of the proposed method, we
conducted multiple experiments with different configu-
rations of the clustering and classification components:

• Clustering was performed with C = 4 and C = 8
clusters.

• For classification, we tested k-NN with k = 1, 3, 5
neighbors.

• The number of selected clusters for classification
(sC) was varied as sC = 1, 2, 4.

• The impact of noise reduction was evaluated us-
ing Repeated Edited Nearest Neighbor (RENN)
[5], which filters out inconsistent or redundant
samples.

The evaluation process included 10-fold cross-
validation on five subsamples of the dataset, using 20%,
40%, 60%, 80%, and 100% of the instances. These
configurations allowed us to assess the balance between
computational efficiency and detection accuracy.

3.3 Performance Gains

The experimental results demonstrated substantial im-
provements in both computational efficiency and detec-
tion performance. Figure 1 presents the recall values
and execution times for different noise reduction and
clustering strategies.

• Time Efficiency: By leveraging OK-Means, ex-
ecution time was reduced by up to 85% compared
to a standard k-NN classifier without clustering.

• Detection Performance: The combination of
OK-Means and RENN significantly enhanced
classification accuracy, achieving up to 99% re-
call for the detection of masquerade attacks.

• False Negative Reduction: The clustering ap-
proach minimized the number of undetected at-
tacks, improving the overall reliability of the sys-
tem.

3.4 Explainability and Visual Tools

A key advantage of this approach is the integration of
explainability mechanisms, allowing security analysts
to interpret the reasoning behind attack classifications.
Two main visual tools were developed:

• Clustering Analyzer: This tool provides a hi-
erarchical tree-map visualization of the dataset,
showing the proportion of legitimate and attack
instances in each cluster. The tool helps analysts
assess the risk level of detected attacks by high-
lighting clusters where anomalies are found.

• Attack Introspection Tool: This visualization
tool presents a polar chart comparing the de-
tected attack’s feature values with those of simi-
lar past attacks and the cluster prototype. This
allows analysts to understand which behavioral
attributes contributed to the classification.
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Figure 3. Screenshot of the attack introspection tool showing the features of the attack, the most similar
attack that raised the alarm, and the cluster’s prototype.

These tools facilitate CSA by enabling analysts to
verify whether detected threats are legitimate or false
positives, improving trust in automated intrusion detec-
tion systems.

4. Discussion and Potential Impact

The proposed clustering-based approach for masquer-
ade attack detection provides a balance between ac-
curacy, efficiency, and interpretability, which are crit-
ical components of real-world CSA. Unlike traditional
black-box machine learning models, this method offers
security analysts actionable insights by leveraging an
explainable classification process. The integration of
OK-Means and k-NN enhances real-time threat detec-
tion while reducing computational overhead, making it
suitable for large-scale cybersecurity applications.

While the initial findings demonstrate promising
improvements in efficiency and detection performance,
further validation is needed to assess long-term scal-
ability and real-world deployment challenges. Future
research directions involve integrating adaptive learn-
ing techniques to dynamically update clusters based
on evolving attack patterns. This would further im-
prove the model’s ability to detect previously unseen
threats. Additionally, the approach can be expanded
to other cybersecurity domains, such as phishing detec-
tion, malware analysis, and anomaly detection in indus-

trial control systems. By refining the clustering process
and incorporating hybrid AI techniques, this method
has the potential to contribute to broader cybersecu-
rity frameworks that prioritize both performance and
interpretability.

5. Conclusion

This study explores the feasibility of a clustering-based
approach for CSA in detecting masquerade attacks. By
combining OK-Means with k-NN, the approach demon-
strates a potential balance between computational effi-
ciency, detection accuracy, and explainability. Prelim-
inary results suggest that this method can detect up
to 99% of masquerade attacks while reducing execution
time by up to 85%. Furthermore, the integration of
visual tools enhances interpretability, allowing security
analysts to make informed decisions based on attack
classifications.

As an exploratory investigation, this work pro-
vides early-stage insights into the advantages and lim-
itations of clustering-based CSA methods. Future re-
search should focus on further validation in large-scale,
real-world environments, as well as integrating adap-
tive learning techniques to improve robustness against
evolving threats. These findings lay the groundwork for
continued innovation in AI-driven cybersecurity solu-
tions.
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